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1
O

verview

T
his chapter is currently being drafted by the m

anagem
ent team

 but as an introduction it relies heavily
on know

ing the exact content of the other chapters w
hich is only em

erging clearly w
ith the first draft.

T
herfore this chapter w

ill probably only appear after the first draft.

1.1
M

ain system
 requ

irem
en

ts

1.1.1
F

ro
m

 p
hysics

1.1.2
F

ro
m

 p
erfo

rm
ance (R

ead-o
ut, selectio

n)

1.1.3
F

un
ctio

nal and
 op

eratio
nal

1.2
S

ystem
 fun

ctio
ns

1.2.1
D

etector R
/O

1.2.2
E

vent selection
/rate redu

ction

1.2.3
M

ovem
en

t o
f d

ata
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1.2.4
S

to
rage o

f d
ata (even

ts, con
dition

s, etc.)

1.2.5
E

xp
erim

ent O
peratio

n

1.2.6
D

etector co
ntrols

T
he principal task of D

C
S is to enable the coherent and

 safe operation of the A
T

LA
S detector. It

supervises all hardw
are of the experim

ental set-u
p, not only the d

ifferent subd
etectors of A

T
-

L
A

S, bu
t also the com

m
on experim

ental infrastructure. It also com
m

unicates w
ith external sys-

tem
s like the infrastru

ctu
re services of C

ER
N

 and
 m

ost notably w
ith the L

H
C

 accelerator.

Safety asp
ects are treated

 by D
C

S only at the least severe level. This concerns m
ainly questions

of sequ
encing operations or requ

iring cond
itions before execu

ting com
m

and
s. A

lso tools for in-
terlocks both in hard

w
are and

 in softw
are are provid

ed
 by D

C
S. N

ot in realm
 of D

C
S are situa-

tions, w
hich cou

ld cause m
ajor d

am
age to the d

etector or even end
anger p

eop
le's lives. T

he
form

er is the responsibility of a ded
icated

 D
etector Safety System

 (D
SS), w

ith w
hich D

C
S inter-

acts, and
 the latter is ad

dressed
 by the C

ER
N

-w
ide safety and

 alarm
 system

.   

It is m
and

atory that concerning the hard
w

are of the d
etector all actions initiated

 by the operator
and

 all errors, w
arnings and alarm

s are handled
 by D

C
S. It has to provid

e online status infor-
m

ation to the level of d
etail required for global op

eration. A
lso the interaction of equipm

ent ex-
perts w

ith their su
bd

etector should
 norm

ally also go via D
C

S. D
C

S has to continuou
sly m

onitor
all op

erational param
eters, signal any abnorm

al behaviour to the operator and
 give him

 gu
id

-
ance. It m

ust also have the cap
ability to au

tom
atically take app

ropriate actions if necessary and
to bring the detector in a safe state.

C
oncerning the op

eration of the exp
erim

ent, an intense interaction w
ith the D

A
Q

 system
 is of

prim
e im

portance. G
ood qu

ality physics data requires d
etailed

 synchronisation betw
een the

D
A

Q
 system

 and
 D

C
S. B

oth system
s are com

plem
entary in as far the D

A
Q

 d
eals w

ith the d
ata

d
escribing a physics event and

 D
C

S treats all d
ata connected w

ith the hardw
are of the d

etector.
T

he form
er are organised

 by event num
ber and

 the latter are norm
ally categorised

 w
ith a tim

e
stam

p
. The correlation betw

een both is established
 in offline analysis. 

Som
e parts of the detector w

ill op
erate continuously becau

se any interruption is costly in tim
e

or m
oney or m

ay even be detrim
ental to the perform

ance of that d
etector. H

ence its supervision
by D

C
S is need

ed
 continu

ously. D
A

Q
 in contrast runs only w

hen physics d
ata are taken. T

here-
fore D

C
S needs com

p
lete operational ind

epend
ence. This m

ust how
ever not resu

lt in bound
a-

ries, w
hich lim

it functionality or perform
ance. T

herefore both share elem
ents of a com

m
on

softw
are infrastru

ctu
re. D

ifferent m
od

es of operation are foreseen like taking d
ata w

ith collid
-

ing beam
s, d

etector calibration, and
 stand

-alone operation of a su
bd

etector or even of an indi-
vid

u
al d

etector elem
ent.
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1.3
Typ

es o
f d

ata TD
A

Q
 d

eals w
ith

1.3.1
D

etector con
trol values

1.3.2
E

ven
t d

ata

1.3.3
C

o
nfigu

ration
 data

1.3.4
C

o
nd

itio
ns d

ata

1.3.5
S

tatistics and
 m

o
nitoring

 data

1.4
G

lo
ssary

1.5
R

eferen
ces 

1-1

1-2
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2
P

aram
eters

T
his chapter is ded

icated
 to the relevant p

aram
eters for the H

LT
/

D
A

Q
/D

C
S system

. T
hese in-

clu
d

e the d
etector read

out param
eters and

 the trigger selection for the correct d
im

ensioning of
the dataflow

 system
 and

 for und
erstanding the data volu

m
es that w

ill need to be stored
. T

hese
w

ill be the su
bject of the first three sections.

O
ther im

portant param
eters for the correct definition of the system

 are the ones com
ing from

the m
onitoring requ

irem
ents. These are discussed

 in the fou
rth section.

T
he last section is d

edicated to the D
C

S p
aram

eters: the subd
ivision of the system

 in d
etector

p
arts and

 the am
ount of configu

ration d
ata traffic in case of cold

 configu
ration and re-configu-

ration of possible fau
lty elem

ents.

2.1
D

etecto
r R

/O
 param

eters

T
his section could be m

oved to Section
1.2.1, "D

etector R
/O

".

T
he A

T
L

A
S d

etector organized
 into three m

ain system
s: the Inner D

etector, the C
alorim

etry and
the M

u
on Spectrom

eter. T
hese system

s are then su
bdivided

 in sub-d
etectors.

T
he Inner D

etector is d
ivid

ed in the follow
ing sub-d

etectors: Pixel, SC
T

 and
 T

R
T. T

he P
ixel sub-

d
etectors is a d

etector u
sing the p

ixel technology w
ith a read

out d
ivid

ed in φ regions and
 it is

sub-d
ivid

ed in tw
o end

caps, one inner barrel B
-layer and

 2 outer barrel layers. T
he SC

T
 su

b-de-
tector is a Si m

icrostrip
 detector subd

ivid
ed

 into tw
o end

cap
s and

 a barrel part subdivid
ed

 in
tw

o regions for positive and
 negative η

. T
he T

R
T

 sub-d
etector is a straw

 tubes tracking d
etector

p
rovid

ing a p
article identification based

 on the transition rad
iation.

T
he C

alorim
etry is a large system

 m
ad

e of several su
b-detectors based on d

ifferent technolo-
gies. The barrel electrom

agnetic, the end
cap electrom

agnetic, the end
cap hadronic and the for-

w
ard

 calorim
eters u

se the L
A

r as sensible m
ed

ia w
ith different absorbers d

epending on the
p

articles to be d
etected. T

he barrel had
ronic calorim

eter and tw
o end

caps at larger radii (w
ith

resp
ect to the other calorim

eters) in the range |η|
 < 1.7 is instead

 based
 on scintillator-iron

technology: the Tilecal calorim
eter.

T
he M

uon spectrom
eter is subdivided

 in a barrel part w
here there are p

recision cham
bers based

on M
onitored D

rift Tubes (M
D

Ts) and
 trigger cham

bers based
 on R

esistive Plate C
ham

bers
(R

PC
s). In the tw

o endcaps up
 to |η|≤ 2.4, there are again M

D
Ts as p

recision cham
bers and

T
hin G

ap
 C

ham
bers (T

G
C

s) as trigger cham
bers. A

t large pseud
o rap

id
ities and

 close to the in-
teraction point there are C

athod
e Strip C

ham
bers (C

SC
s) that are suited

 to su
stain the higher

rate and
 the m

ore severe backgrou
nd

 contitions.

In term
s of read

ou
t signals to be transm

itted
 to the D

ata A
cqu

isition (D
A

Q
) system

, the LV
L

1
Trigger is another source of d

ata and
 d

edicated R
ead

O
u

t D
rivers (R

O
D

s) are used
.

T
he organization in term

s of read
out is in fact slightly d

ifferent from
 the pu

re d
ivision of the de-

tector in su
b-d

etectors and
 it is illu

strated in the first su
b-section, w

here a m
ap

ping of the A
T

-
L

A
S detector and

 trigger is sp
ecified

 in term
s of d

ata sources (the R
O

D
s) for the D

A
Q

 system
 in

term
s of the partitioning.

A
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T
he concep

t of a partition u
sed

 throughou
t this chap

ter coincides w
ith the T

T
C

 partition con-
cep

t introdu
ced

 by the LV
L

1 T
D

R
.

2.1.1
R

O
D

s per d
etector p

er partitio
n

T
he d

istribution of the R
O

D
 m

od
ules and

 crates per sub-d
etector and

 partition generally fol-
low

s the d
ivision of the sub-d

etectors in parts. T
his distribution assum

es that there is no overlap
of hard

w
are am

ong partitions and
 that each p

artition can be ind
ependently fu

nctional.

In Table
2-1 the nu

m
ber of R

O
D

s, R
O

D
 crates and

 R
O

Ls are rep
orted

 p
er sub-detector p

er p
arti-

tion.

Tab
le

2-1  T
he distribution of the R

O
D

s per detector per partition.

D
etector

P
artition

R
O

D
s

R
O

D
crates

p
artition

s
R

O
L

s
Frag size (M

B
)

Inner Detector

P
ixel

120
8

3
120

1.3

B
 L

ayer
44

3

D
isks

12
1

L
ayer 1 +

 2
38+

26
4

S
C

T
92

12
4

92
1.6

L
eft B

arrel
22

3

R
ight B

arrel
22

3

L
eft E

nd
cap

24
3

R
ight E

nd
cap

24
3

T
R

T
256

22
4

256
1.0

B
arrel A

32
3

B
arrel C

32
3

E
nd

cap
 A

96
8

E
nd

cap
 C

96
8
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Calorimetry

T
ilecal

32
4

4
64

1.1

B
arrel A

8
1

B
arrel C

8
1

E
xt B

arrel A
8

1

E
xt B

arrel C
8

1

L
A

r
192

16
6

768
1.4

E
M

B
 A

56
4

E
M

B
 C

56
4

E
M

E
C

 A
35

3

E
M

E
C

 C
35

3

FC
A

L
4

1

H
E

C
6

1

Muon Spectrometer

M
D

T
192

16
4

192
1.0

B
arrel A

48
4

B
arrel C

48
4

E
nd

cap
 A

48
4

E
nd

cap
 C

48
4

C
S

C
32

2
2

32
0.2

E
nd

cap
 A

8+
8

1

E
nd

cap
 C

8+
8

1

LVL1 muon

R
P

C
32

16
2

32
1.0

H
alf B

arrel 1
16

H
alf B

arrel 2
16

T
G

C
16

8
2

16

E
nd

cap
 A

8

E
nd

cap
 C

8

M
IR

O
D

1
1

1
1

0.104

LVL1 calo

C
P

/JE
P

 
R

oI
1 or 2

6
0.252

C
P

1
16

1.5

JE
P

16
1.1

PP
8

16

C
T

P
1

1
0.012—

0.038

Tab
le

2-1  T
he distribution of the R

O
D

s per detector per partition.
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T
hese are the basic param

eters upd
ated

 du
ring the 3rd

 R
O

D
 W

orkshop
 held

 in A
nnecy in N

o-
vem

ber 2002. T
he fragm

ent sizes reported
 in Table

2-1 have to consid
ered

 as the m
axim

um
 ex-

pected
 fragm

ent size d
uring the first phases of the A

T
LA

S d
ata taking and

 d
u

ring the
calibrations. A

 m
ore accu

rate estim
ation of the fragm

ent sizes is d
iscu

ssed in the next subsec-
tion (Section

2.1.2).

C
oncerning the LA

r fragm
ent size a m

ore accurate estim
ation is on going in the com

m
u

nity. It is
based on both a com

pression of the d
ata required

 and on zero-supp
ression schem

es, but d
ue to

their natu
re it cannot be expressed in a straightforw

ard w
ay in a table like Table

2-1.

2.1.2
F

ragm
en

t sizes per d
etector

Includes physics and calibration data.

Should have average values, spread and uncertainties; should be show
n against lum

inosity; and against
data com

pression schem
es.

T
he fragm

ent sizes rep
orted

 in the p
reviou

s table are ind
icative and they have to be seen as the

m
axim

u
m

 achievable figures.

Investigations are ongoing to obtain m
ore realistic num

bers for physics and calibration operations to re-
solve discrepancies w

ith the values used in the P
aper M

odel. T
he D

etector people have to be contacted and
an agreem

ent on the num
bers has to be found, based on the latest sim

ulation they have for the sub-detec-
tor readout.

2.2
Trig

ger param
eters

2.2.1
LV

L
1 rates

For estim
ating m

essage rates and
 the volum

e of d
ata to be transferred

 to the LV
L

2 trigger and
 to

the E
vent Bu

ild
er, the LV

L1 accep
t rate, the nature and

 quantity of “regions of interest” (R
oIs)

Tab
le

2-2  R
O

B
In raw

 data fragm
ent sizes in kB

yte used for the paper m
odel. To each fragm

ent a header w
ith a

size of 32 B
ytes is added

S
u

bd
etecto

r
L

o
w

 lu
m

in
o

sity
D

esig
n

 lu
m

ino
sity

P
ixels

0.2
0.50

SC
T

0.33
1.20

T
R

T
0.33

1.20

E
.m

. calorim
eter

0.752
0.752

H
ad

ron calorim
eter

0.752
0.752

M
u

on p
recision

0.80
0.80

M
u

on trigger
0.38

0.38
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found by the LV
L1 trigger, and

 the accept rate of the LV
L

2 trigger need to be d
efined. Tw

o base-
line “LV

L
1 trigger m

enus” are used in this report: 

1.
“low

 lu
m

inosity”: for a lum
inosity of 2.10

33 cm
-2s -1 w

ith a LV
L

1 accept rate of abou
t 20

kH
z and

 a pred
om

inantly high transverse m
om

entum
 trigger. The LV

L2 accept rate is
abou

t 600 H
z,

2.
“d

esign lu
m

inosity”: for a lu
m

inosity of 10
34 cm

-2s -1 w
ith a LV

L
1 accept rate of about 35

kH
z. T

he LV
L

2 accept rate is abou
t 1.5 kH

z.

E
ditor: N

ote that the rates expressed above should be m
utiplied by a factor of 2 to 3 uncertainty to get the

LV
L1 input rates w

hich the T
D

A
Q

 system
 should be able to handle, nam

ely 40 kH
z at the low

 lum
inosity

and 75 kH
z at design lum

inosity.

T
he exclusive rates for the d

ifferent m
enu item

s are specified
 in Table

2-3. E
.m

./gam
m

a (E
M

,
the I refers to “isolated”), m

uon (M
U

), jet (J) and
 had

ron (TA
U

) R
oIs are d

istinguished
, and

 la-
belled

 w
ith the LV

L
1 energy or transverse m

om
entum

 threshold
. X

E
 refers to the LV

L
1 m

issing
energy trigger. For a d

iscu
ssion of these m

enu
s see C

hap
ter

4, "E
vent selection strategy" (N

B
: 5

kH
z of “O

ther item
s” are not taken into account).

2.2.2
P

aram
eters relevant for LV

L2 processin
g

T
he d

ata need
ed

 for the LV
L

2 trigger and
 the typ

e of processing p
erform

ed
 by it d

epends on the
regions of interest supp

lied
 by the first level trigger. Each of the four d

ifferent types of R
oIs has

its ow
n characteristic type of processing. The processing consists of several steps and

 after each
step a decision is taken on w

hether d
ata from

 other su
bd

etectors w
ithin the region of interest

shou
ld

 be requ
ested

 for fu
rther analysis. In Table

2-4 the su
bd

etectors are ind
icated

 from
 w

hich
d

ata are requested
 in the d

ifferent processing steps. The associated acceptance factors are also
specified

 in Table
2-4. T

he d
ata rates can be estim

ated
 using these factors and inform

ation on
the sizes and

 the locations of the regions of interest, and on the m
apping of the detector on the

R
O

B
ins. The LV

L
1 trigger d

efines a finite nu
m

ber of p
ossible R

oI locations. A
 sm

all region in
eta-phi space corresp

ond
s to each location. A

 hit in this region satisfying app
ropriate LV

L
1 trig-

Tab
le

2-3  E
xclusive rates for the LV

L1 trigger m
enu item

s. F
or item

s for w
hich tw

o possibilities are indicated.
the latter corresponds to design lum

inosity

LV
L

1 Trig
g

er m
en

u item
L

o
w

 lu
m

in
o

sity (kH
z)

D
esig

n
 lu

m
ino

sity (kH
z)

M
U

20
0.8

4.0

2 M
U

6
0.2

1.0

M
U

10 +
 E

M
15I

0.1
0.4

E
M

25I /
 E

M
30I

12.0
22.0

2 E
M

15I /
 2 E

M
20I

4.0
5.0

J200 /
 J290

0.2
0.2

3J90 /
 3J130

0.2
0.2

4J65 /
 4J90

0.2
0.2

J60+
X

E
60 /

 J100+
X

E
100

0.4
0.5

TA
U

25+
X

E
30 /

 TA
U

60+
X

E
60

2.0
1.0

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

12
2

  P
aram

eters

ger criteria generate a R
oI w

ith a location corresp
ond

ing to the region. T
he relative R

oI rate for
each location is assum

ed to be p
roportional to the su

rface of this region, w
hile the sum

 of the
rates for all p

ossible locations should
 be equal to the LV

L
1 m

enu R
oI rate. This m

akes it possible
to d

eterm
ine the rate for each possible location. In com

bination w
ith the R

oI sizes (see Table
2-5)

and
 the m

apping of the d
etector on the R

O
B

Ins the R
oI d

ata request rates for each R
O

BIn can be
calcu

lated. Inform
ation on the m

ap
p

ing can be fou
nd

 in ref. .... (backu
p

 d
ocu

m
ent on p

ap
er

m
odelling).

In ord
er to establish the processing resources need

ed
 for the LV

L
2 trigger the algorithm

 execu-
tion tim

es and
 the overhead

s for send
ing requ

ests and
 receiving d

ata are need
ed

. See Table
2-6

for current estim
ates, assu

m
ing execu

tion on 4 G
H

z m
achines. T

he nu
m

bers sp
ecified

 includ
e

estim
ates of the tim

e needed
 for data prep

aration. Furtherm
ore for each m

essage sent or re-
ceived

 an overhead
 of 10 m

icrosecond
s is taken into accou

nt, w
hile the p

rocessing step result-
ing in a d

ecision is assum
ed to take 50 m

icrosecond
s. M

erging of event fragm
ents into a larger

fragm
ent suitable for input in the algorithm

s is assu
m

ed
 to proceed

 at 160 M
Byte/s.

Tab
le

2-4  S
ubdetector data requested by different processing steps of the LV

L2 trigger for the different types of
R

oIs and associated acceptance factors. T
he acceptance factors are relative to the LV

L1 R
oI rate.

Typ
e o

f R
oI

F
irst step

A
ccep

tance 
facto

r
S

eco
nd

 step
A

cceptan
ce 

facto
r

T
h

ird
 step

E
M

E
.m

. calorim
e-

ter
0.19 (d

esign 
lu

m
.: 0.16)

H
ad

ron calo-
rim

eter
0.11 (d

esign 
lu

m
.: 0.16)

T
R

T
 /SC

T
/

Pix-
els

JE
T

E
.m

. and
 

had
ron calo-

rim
eters

1.0

TA
U

E
.m

. and
 

had
ron calo-

rim
eters

0.2
T

R
T

 /
SC

T
/

P
ix-

els

M
U

O
N

M
u

on preci-
sion and

 trig-
ger d

etectors

0.39
SC

T
/

P
ixels

0.086
E

.m
. and

 
had

ron calo-
rim

eters (only 
for d

esign 
lu

m
inosity)

Tab
le

2-5  LV
L2 R

oI sizes

Typ
e o

f R
oI

S
ize in

 eta
S

ize in
 p

h
i

E
M

0.2
0.2

JE
T

0.8
0.8

TA
U

0.2
0.2

M
U

O
N

~
 0.3 - 0.4 (d

ep
end

s 
on d

etector)
~

 0.1 - 0.4 (sm
allest 

in m
u

on and
 in 

inner d
etector)
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2.2.3
P

aram
eters relevant for E

ven
t B

u
ilder an

d E
ven

t F
ilter

E
vents need

 to be fully built at a rate equ
al to the acceptance rate of the LV

L
2 trigger (0.6 or 1.5

kH
z) and

 then to be analysed
 by the E

vent Filter. T
he E

vent Filter is expected
 to red

uce the rate
by a factor of 10 (see ch. ...) w

ith a typ
ical p

rocessing tim
e of 1 second

 p
er event, w

hich requires
a farm

 of at least 600 or 1500 processors.

2.3
D

ata rate sum
m

aries

T
he LV

L
2 system

 and
 the Event Bu

ild
er both send

 requ
ests for d

ata to the R
O

B
Ins. T

he rate of
the requests from

 the E
vent B

uilder is equal to the event bu
ild

ing rate, i.e. 0.6 or 1.5 kH
z. The

rate of LV
L

2 requests per R
O

B
In is presented

 in Table
2-7. The total d

ata volum
e outp

ut p
er

R
O

B
In is show

n in Table
2-8, the size and

 p
roperties of the LV

L
2 farm

 in Table
2-9 (assum

ing the
u

se of 4 G
H

z d
u

al-C
PU

 m
achines, a utilization of 70%

 of the available C
PU

 capacity, w
ith the

num
ber of m

achines increased
 w

ith a safety factor of 20%
 , and

 for d
irect connection of the

R
O

B
Ins to the netw

ork), and
 the total band

w
id

th required
 for d

ata transp
orting from

 R
O

B
Ins to

the LV
L

2 system
 and

 to the Event Bu
ild

er in Table
2-10.

Tab
le

2-6  E
stim

ated execution tim
es (in m

s) of LV
L2 algorithm

 steps on a 4 G
H

z processor and for low
 and

design lum
inosity respectively. T

he estim
ated tim

e needed for data preparation has been included in the R
oI

processing tim
es. T

he algorithm
 execution tim

es are the m
_95 values (see chapter ...)

Typ
e o

f R
o

I or 
trig

g
er

M
u

o
n

 
d

etecto
rs

C
alo

rim
eters

TR
T

S
C

T
 + P

ixels

E
M

0.088/
0.123 (e.m

.)
0.023/

0.032 (had
ron)

8.33/
24.56

1.36/
3.88

JE
T

0.68/
0.68

TA
U

0.044/
0.061 (e.m

.)
0.011/

0.016 (had
ron)

8.33/
24.56

1.36/
3.88

M
U

O
N

0.5/
0.5

0.044/
0.061 (e.m

.)
0.011/

0.016 (had
ron)

8.33/
-- 

1.36/
3.88

Tab
le

2-7  LV
L2 request rate per R

O
B

In in kH
z, “overall average”: averaged over all R

O
B

Ins, “m
axim

um
 aver-

age”: tim
e average for the R

O
B

In w
ith the highest average num

ber of requests

L
u

m
in

o
sity

M
u

o
n

 
trig

g
er

M
u

o
n

 
p

recisio
n

E
.m

. ca-
lo

rim
eter

H
ad

r. ca-
lorim

eter
T

R
T

S
C

T
P

ixels

L
ow

 
(overall average)

0.020
0.044

0.449
0.470

0.034
0.107

0.134

L
ow

 
(m

ax. average)
0.040

0.061
1.192

0.771
0.044

0.148
0.197

D
esign 

(overall average)
0.099

0.215
0.659

0.527
0.012

0.271
0.340

D
esign 

(m
ax. average)

0.198
0.298

1.754
0.866

0.016
0.373

0.491
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Tab
le

2-8  O
utput data volum

e per R
O

B
In in M

B
yte/s (LV

L2 data and data sent to the E
vent B

uilder), “overall
average”: averaged over all R

O
B

Ins, “m
axim

um
 average”: tim

e average for the R
O

B
In w

ith the highest average
num

ber of requests

L
um

in
o

sity
M

u
o

n
 

trig
g

er
M

u
o

n 
p

recisio
n

E
.m

. ca-
lo

rim
eter

H
ad

ro
n

 
ca-
lo

rim
eter

T
R

T
S

C
T

P
ixels

L
ow

 
(overall average)

0.516
0.265

0.822
0.839

0.229
0.256

0.170

L
ow

 
(m

ax. average)
0.533

0.272
1.405

1.075
0.233

0.271
0.185

D
esign 

(overall average)
1.331

0.707
1.692

1.589
1.863

2.182
1.245

D
esign 

(m
ax. average)

1.413
0.741

2.551
1.855

1.868
2.307

1.325

Tab
le

2-9  Total bandw
idth required for transport of event fragm

ents in M
B

yte/s

L
o

w
 lu

m
in

o
sity

D
esign

 lu
m

in
o

sity 

Total band
w

id
th LV

L
2 traffic 

(M
B

yte/
s)

318
510

E
vent B

u
ild

ing rate (kH
z)

0.6
1.5

Total band
w

id
th traffic to E

vent 
B

u
ild

er (M
B

yte/
s)

604
2017

Tab
le

2-10  LV
L2 farm

 size, m
essage rates and data volum

es per L2P
U

L
o

w
 lu

m
in

o
sity

D
esig

n
 lu

m
ino

sity 

LV
L

2 farm
 size

37
72

Fragm
ent rate in =

 requ
est rate 

ou
t p

er L
2P

U
 (kH

z)
11.6

9.0

Fragm
ent volu

m
e in p

er LV
L

2 
processor (M

B
yte/

s)
8.6

7.1

D
ecision rate p

er L
2P

U
 (kH

z)
0.54

0.48
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2.4
M

o
nitoring req

uirem
ents

2.5
D

C
S

 param
eters

2.5.1
D

ata Volu
m

es an
d rates

T
he D

C
S system

s w
ill be configu

red
 using C

onfD
B

. P
V

SS (already m
entioned

 and ‘defined
’?)

system
s (D

PTs, D
Ps, m

anagers/d
rivers u

sed
 etc.) w

ill be configu
red

 and all associated
 soft-

w
are, such as hard

w
are d

rivers(?), O
P

C
 servers, configuration files for ‘external’ applications

(e.g. D
D

C
) set u

p
 u

sing inform
ation from

 C
onfD

B
.

T
his ‘system

’ level configuration w
ill not be d

one very often, i.e. only at tim
es of hard

w
are

m
od

ification (new
 equipm

ent ad
d

ed, possibly equ
ipm

ent changed
). D

ata volum
e large d

u
e to

high nu
m

ber of separate system
s (100 PC

s?) though fast data rate not requ
ired as this is not a

real tim
e operation and shou

ld
 only be p

erform
ed

 d
uring shut-d

ow
n p

eriods.

D
u

ring operation of the L
H

C
, variou

s operating m
od

es are requ
ired

 for each sub-system
. T

hese
m

od
es require hardw

are to have d
ifferent settings. A

 recip
e is d

efined
 as a collection of settings

u
sed

 for a given op
erating m

ode. For a given ru
n, m

ore than one recip
e m

ay be required
 at d

if-
ferent stages of the ru

n (e.g. beam
 starting, beam

 on, beam
 stopp

ing). 

T
his ‘operating m

od
e’ configu

ration is com
pleted

 m
ore often than the system

 level configura-
tion. B

efore a ru
n starts, any recip

es used
 w

ill be d
ow

nload
ed from

 the C
onfD

B and stored
 lo-

cally w
ith each system

 (d
ata consistency p

roblem
 - m

ay need
 to lock C

onfD
B

 at a given tim
e

before d
ow

nload
). T

he data is then load
ed

 into the ru
nning system

 and
 ap

plied
 at the tim

e it is
requ

ired
. T

he d
ata volu

m
e is low

er than that for system
 configuration, though still quite large

as there are m
any system

s, each requiring a num
ber of ‘stages’ containing all values to be set.

D
ata rate requ

ired
 not high as the d

ow
nload

ing is com
p

leted before a run starts (how
 long be-

fore?) and
 therefore, real-tim

e d
ow

nload
 is not requ

ired
.

Inform
ation held

 in C
onfD

B. System
 set up (system

 nam
es in w

hich PC
s, m

anager lists, external
app

lication lists, configu
ration file(?) for external applications or at least inform

ation to allow
these files to be p

rodu
ced

, D
D

C
, D

PTs, D
Ps, add

ressing, d
p functions, com

m
and

 transfer, m
es-

sage transfer). R
ecipe set up

 (original valu
es, archiving, C

ond
D

B outpu
t configuration, alert

lim
its, action scrip

ts).

T
he C

ond
D

B
 w

ill be used to store d
ata read

 from
 D

C
S system

. B
i-d

irectional link desirable to al-
low

 d
ata from

 both D
C

S and
 T

D
A

Q
 to be correlated

 and
 d

isplayed
 in PV

SS. H
ow

ever, m
ain d

i-
rection is from

 D
C

S to C
ond

D
B

. D
esirable to p

u
t all values into C

ond
D

B (i.e. not only that ‘d
ata

requ
ired

 for off-line’). D
ata volum

e w
ill be high (~

1,000,000 channels p
lu

s others) though d
ata

rate could
 be low

 if d
ata not sent in real tim

e (possibly d
ow

nload
ed every 15m

ins/1 h/12 h/
etc.).
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3
O

peration
ial requirem

ents fo
r th

e TD
A

Q
 system

W
hy this chapter? W

hile C
hapter

2, "P
aram

eters", som
ehow

 says w
hat is required from

 T
D

A
Q

 in term
s

of perform
ance, this chapter should highlight w

hat is expected by T
D

A
Q

 w
hen it is “used”.

T
he chapter contains the d

escription of:

a.
how

 an event is identified
, at d

ifferent levels in T
D

A
Q

.

b.
W

hat are the global T
D

A
Q

 states. W
hat are the detector and

 m
achine states. Inclu

d-
ing how

 T
D

A
Q

 states relate to the detector and
 m

achine states. T
he global state

transition

c.
The d

efition of a run. H
ow

 runs are identified
. H

ow
 an event is u

niqu
ely identified

throughout the life of A
TL

A
S. Types of runs. T

he qu
estion of the transition betw

een
ru

ns. W
hat is allow

ed
 d

u
ring a run, w

hat is d
one outside the run.

d
.

Partitioning: d
efinition, operations

e.
The general strategy to react to faults and errors (in T

D
A

Q
 but also, and

 m
ainly,

caused by external system
s, such as the d

etector).

f.
The role of d

ata bases, w
hat kind

 of d
ata is p

erm
anently stored for w

hat p
urpose

(and
 w

here?).

3.1
E

ven
t identificatio

n

U
p

 to acceptance by level-2 (or event bu
ild

ing in the case of a partition w
ithou

t level-2) an event
is identified

 by an extend
ed

 (32-bit) level-1 ID
 (generated

 by level-1 as 24-bit num
ber and

 ex-
tend

ed to 32).

A
 G

lobal E
vent N

u
m

ber (G
ID

) uniquely id
entifies an event, accepted

 by the level-2 trigger,
w

ithin a run. It is generated
 by a central elem

ent (today it could
 be the D

FM
) after the LV

L
2 de-

cision and
 it is m

ad
e available, to be tagged into the event, to the elem

ent responsible for build-
ing the full event (today this w

ould
 the SFI).

3.2
TD

A
Q

 states

W
e d

efine 1) the D
A

Q
 states, 2) the d

etector (i.e D
C

S) states (relevant to T
D

A
Q

) and the m
a-

chine states relevant to T
D

A
Q

. Follow
ed

 by the global T
D

A
Q

 state m
achine.

T
he D

A
Q

 states as currently d
efined

 by the TD
A

Q
 G

lobal Issues W
orking grou

p in the the d
oc-

u
m

ent “R
u

n and
 States” are: Idle, Initial, L

oaded
, C

onfigu
red

, R
u

nning, Paused
. T

here is also a
transition w

hich is som
etim

es refered
 to as a state and

 it is called
 C

heckp
oint. T

hese are illu
s-

trated
 in the state transition diagram

 show
n in Figure

3-1
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3.3
Th

e ru
n

3.3.1
R

u
n and

 R
un

 N
um

ber

D
efinitin, purpose, w

here it is set into the event, w
ho does it, how

 it is done.

A
 run is a p

eriod of d
ata taking in a TD

A
Q

 p
artition w

ith a defined
 set of stable conditions relat-

ed
 to qu

ality of physics. N
ote: define w

hat are conditions

T
he ru

n num
ber u

niqu
ely identifies a run (tod

ay it is a 32 bit num
ber), and

 associates an event
to a set of stable cond

itions.

A
 run nu

m
ber is uniqu

e throughout the lifetim
e of the exp

erim
ent. A

 run num
ber is generated

by a central service, upon request by the run control ap
plication.

T
he proposed

 m
echanism

 to includ
e the run nu

m
ber into the event is based

 on the T
D

A
Q

 run
control system

 (or som
e other online application program

) to d
istribute the ru

n num
ber (at the

beginning of a run) to the R
O

D
 crate controllers. T

he R
O

D
s then insert the run num

ber into the
fragm

ent header for each event.

In this w
ay, any event fragm

ent is id
entified anyw

here in the system
 by its associated

 run
nu

m
ber.

F
ig

u
re

3-1  D
A

Q
 states and transitions diagram
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3.3.2
R

eq
uirem

en
ts

T
he A

T
L

A
S T

D
A

Q
 system

 is required
 to m

inim
ise its contribu

tion to the experim
ent d

ow
n

tim
e; although a qu

antitative definition of this requ
irem

ent is not yet available, one can antici-
p

ate that the exp
erim

ent d
ow

n tim
e d

ue to T
D

A
Q

 m
ust be w

ell below
 1%

. 

T
here are tw

o contributions to system
 d

ow
n-tim

e w
hich are relevant to the su

bject of this d
ocu-

m
ent:

•
the tim

e spent by the system
 to initiate (start) or term

inate (stop) a run, and

•
the d

ow
n tim

e w
hen cop

ing w
ith m

alfu
nctioning T

D
A

Q
 com

ponents.

T
he tw

o contribu
tions above have an im

portant im
pact on:

•
how

 a run is d
efined, that is w

hat configu
ration and

 param
eter changes force a new

 run
and w

hat changes d
o not force a new

 ru
n, 

•
how

 the transition betw
een ru

ns should be im
plem

ented
, and

 

•
how

 faults shou
ld

 be hand
led

 d
uring a run.

It is d
ifficult to id

entify precisely the cond
itions w

hich characterise the quality of physics, hence
a ru

n. N
evertheless w

e could
 id

entify three classes of su
ch cond

itions: the param
eters d

efining
or affecting the selectivity of the triggers (LV

L
1, LV

L2 and E
F), the set of su

b-d
etectors partici-

p
ating to the T

D
A

Q
 partition, the operational param

eters of sub-d
etectors. A

 m
od

ification of
any of the above conditions forces a new

 run, that is the events follow
ing the change of the con-

d
itions are tagged w

ith a new
 run num

ber.

C
onditions w

hose change forces a new
 run are stored

 in a conditions d
ata base, w

hose contents
are saved to p

erm
anent storage prior to the start of a new

 run.

C
hanges w

hich d
o not force a new

 ru
n includ

e for exam
p

le the rem
oval or the insertion of p

roc-
essors or the d

isabling of FE channels (insofar as the physics is not affected
) 1. T

hose changes
w

hich d
o not force a new

 run are not stored
 in the cond

itions d
ata base. T

he change m
ay be en-

tered
 for exam

ple in an electronic exp
erim

ent logbook if it affects the perform
ance of the T

D
A

Q
system

 (e.g. rem
oval of an EF processor) or tagged into the event if it affects the data from

 the
d

etector. A
s an exam

ple of this latter: the rem
oval of a R

O
D

/
R

O
B

 m
ay be flagged

 by the corre-
spond

ing R
O

S by ap
prop

riately setting a “qu
ality flag” in the fragm

ent head
er.

A
 ru

n, w
hen cond

itions d
o not change, m

ay extend throu
ghou

t an entire m
achine fill.

1.
T

he nu
m

ber of e.g. FE
 channels (or R

O
B

s) w
hich can be rem

oved from
 the read

-ou
t w

ithou
t affecting

the physics is bound
ed

 by som
e threshold

 w
hich is su

b-d
etector d

epend
ent. W

hen the am
ou

nt of u
na-

vailable read
-out exceed

s the threshold
, the physics is affected

 and
 the ru

n shou
ld

 be stop
ped

.
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3.3.3
P

h
ysics and

 calibratio
n run

s

D
efine w

hat they are: w
hat is their pu

rpose, the actors (i.e. w
hat a run typ

e need
s), w

here ou
t-

pu
t goes. 

B
ackup docum

ent on use cases?

3.3.4
O

peration
s du

rin
g a R

un

T
here is the need for an active 1 run, i.e. follow

ing the su
ccessfu

l execution of the run start com
-

m
and

, to be interrup
ted

 tem
p

orarily: level-1 triggers are not generated
 so that som

e change or
intervention on the d

etector can be done. C
hanges and

 interventions are such that they d
o not

affect the physics, that is they d
o not force a new

 run. T
he global system

 state associated to the
tem

porary interru
ption of a ru

n is called
 Paused

.

Tw
o com

m
ands are available to resp

ectively enter and exit the Paused
 state: pau

se and contin-
u

e. P
au

se and
 continu

e com
m

and
s m

ay be issu
ed: by an op

erator or by softw
are (viz. an exp

ert
system

).

W
hen the pau

se com
m

and
 is issued

:

•
T

he level-1 triggers are blocked
, by raising the global busy signal.

•
A

ll T
D

A
Q

 elem
ents are issued

 w
ith the Pause com

m
and

. E
ach elem

ent w
ill execu

te it lo-
cally as soon as the hand

ling of the current event is term
inated

 (i.e. T
D

A
Q

 elem
ents w

ill
not em

p
ty their buffers before entering the p

au
sed

 state).

•
T

D
A

Q
 com

pletes the transition to Paused
 as soon as all the TD

A
Q

 elem
ents have entered

the Paused
 state.

W
hen the continu

e com
m

and is issu
ed:

•
A

ll T
D

A
Q

 elem
ents are issued

 w
ith the continu

e com
m

and
, each elem

ent returns to the
running state.

•
T

D
A

Q
 com

p
letes the transition to the ru

nning state as soon as all the T
D

A
Q

 elem
ents

have returned
 to the ru

nning state.

•
A

t this p
oint level-1 triggers are u

nblocked.

T
here is another special com

m
and

 w
hich m

ay be issued
 to a running T

D
A

Q
 system

, the A
bort

com
m

and
. T

his com
m

and
 is reserved for very special cases and it entails a fast term

ination of
the ru

n; for exam
ple TD

A
Q

 elem
ents w

ill not com
plete the processing of events in their bu

ffers.

3.3.5
Tran

sition
 betw

een
 R

un
s

From
 the op

erational point of view
, a run is bracketed by a (run) start and a (ru

n) stop com
-

m
and

. T
hese com

m
an

d
s have to be sen

t to all 1. the T
D

A
Q

 elem
ents (viz. processors) for syn-

chronous local execution prior to the transition to the running state or to the stopped
 state.

1.
T

D
A

Q
 is said

 to be in the running state.
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P
rior to the start of a ru

n, or as the im
m

ed
iate consequ

ence of a (run) stop com
m

and
, the LV

L
1

B
usy is asserted

. The LV
L

1 Bu
sy is rem

oved
 u

pon the transition to the running state, this latter
im

plies that all 1. T
D

A
Q

 elem
ents have com

p
leted their local execu

tion of the (run) start com
-

m
and

.

T
he com

pletion of a ru
n is also a process w

hich needs synchronou
s local p

rocessing of all 1. the
T

D
A

Q
 elem

ents: they receive the stop
 com

m
and

, com
plete the processing of the contents of

their buffers, p
rod

uce end
 of run statistics etc. and leave the running state. 

In ad
d

ition to the run control com
m

and
 w

hich signals a T
D

A
Q

 elem
ent w

hen a run is requested
to com

p
lete, a m

echanism
 is necessary to d

eterm
ine w

hen the last fragm
ent or event of the ter-

m
inating run has been processed

. T
his m

echanism
 cannot be part of the run control, it is tightly

related to the flow
 of the event d

ata in the T
D

A
Q

 system
. T

his is d
one by m

eans of a tim
e-out: a

T
D

A
Q

 elem
ent w

ill consid
er that the last event has been processed

 w
hen 1) it has received

 the
“stop run” com

m
and

 and
 2) it has not received

 events for a certain tim
e (for exam

ple a tim
e ou

t
of som

e 10s of second
s).

T
he transition betw

een tw
o ru

ns (i.e. stop
ping the previous and

 starting the next) includ
es tw

o
p

otentially tim
e consum

ing processes:
•

the com
pletion of the processing of the contents of all the fragm

ent/
event buffers in the 

system
: front-end

 bu
ffers, R

O
D

s, R
O

B
s, LV

L2 and
 E

F nod
es;

•
the synchronisation of all 1 the T

D
A

Q
 elem

ents to com
plete the transition stopped

/
running or ru

nning/
stop

ped
. T

hat is, before the TD
A

Q
 partition m

ay com
plete a state 

transition, all 1. the T
D

A
Q

 elem
ents have to have com

p
leted the transition locally.

T
here are cond

itions, for exam
ple the LV

L
1 trigger m

asks, thresholds and
 pre-scaling factors, or

sub-d
etector calibration operating param

eters, su
ch that:

3.
the m

odification of their valu
es forces the change to a new

 ru
n and 

4.
their value m

ay be requ
ired

 to change relatively often (m
ay be several tim

es p
er m

achine
fill). 

T
he sam

e consid
erations m

ay also be ap
plied

 to calibration runs, w
hen som

e detector operating
p

aram
eter m

ay be requ
ired

 to change frequently.

In these cases the transition betw
een runs is not ad

equate in term
s of the potentially long T

D
A

Q
system

 d
ow

n tim
e. A

 m
ore efficient transition betw

een runs is required and w
e define:

C
heckp

oint

a transition in a running TD
A

Q
 system

, triggered
 by a change in cond

itions or by an op-
erator, w

hich 1) resu
lts in the follow

ing events to be tagged
 w

ith a new
 run num

ber and
2) d

oes not need
 the synchronisation, via run control start/stop com

m
ands, of all T

D
A

Q
elem

ents.

T
he checkpoint transition is intend

ed for those changes in cond
itions w

hich requ
ire that events

be correlated
 to the new

 cond
itions via a new

 run num
ber but the change has a light im

plication

1.
It is envisageable that, in the case of the L

V
L

2 and
 the E

F, only a (to be d
efined

) p
ercentage of the farm

need
s to su

ccessfu
lly perform

 the transition. T
he rest m

ay d
o it “in the background

” and
 join the new

ru
n afterw

ord
s.
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on m
ost of T

D
A

Q
. It is a m

echanism
 to associate a new

 run nu
m

ber to events characterised
 by

new
 conditions w

ith m
inim

al synchronisation w
ithin T

D
A

Q
.

A
 checkpoint transition is started

 autom
atically by the T

D
A

Q
 control system

 w
hen certain con-

d
itions are m

od
ified, it m

ay also be initiated m
anu

ally by an operator or au
tom

atically by som
e

other softw
are com

ponent (viz. an expert system
). It should

 be noted
 that, for a transient tim

e,
events belonging to m

ore than one run could
 be sim

u
ltaneously present in the system

. In p
artic-

ular given that LV
L

2 accep
ts are not tim

e ord
ered

, a E
F nod

e m
ight have to process events be-

longing to tw
o (or in p

rincip
le even m

ore) different ru
ns.

T
he m

ain featu
re of the checkpoint transition is the fact that events keep flow

ing in the system
continu

ously: a m
echanism

 is need
ed for a TD

A
Q

 elem
ent to d

etect w
hen the new

 run begins.
T

hat is to say w
hen the new

 ru
n num

ber becom
es applicable, w

hen the G
lobal E

vent ID
 should

be reset to 0 and
 w

hen a T
D

A
Q

 elem
ent should p

erform
 run com

p
letion p

rocessing and
 the ini-

tialisation necessary for a new
 ru

n (for exam
p

le a LV
L

2 p
rocessor m

ay requ
ire to read

 the new
cond

itions). 

T
he ru

n nu
m

ber m
ay be used for this pu

rpose, i.e. a T
D

A
Q

 elem
ent recognises a new

 run w
hen-

ever a piece of data (fragm
ent or fu

ll event) is tagged
 w

ith a new
 run num

ber. T
D

A
Q

 elem
ents

m
ay therefore perform

 the “transition” from
 the old

 to the new
 run at their ow

n pace and
 tim

e.
N

ote that the sam
e m

echanism
 is also ap

plicable to analysis and
 m

onitoring softw
are d

ealing
w

ith a statistical sam
ple of the event data: an e.g. m

onitoring program
 recognises a new

 run
w

henever it sam
ples an event w

ith a new
 run num

ber (w
ith the caveat that, as for E

F processing
units, program

s sam
p

ling events after Level-2 m
ight have to hand

le events belonging to m
ore

than one ru
n). A

 condition (belonging to a w
ell d

efined
 sub-set of the possible run cond

itions) is
changed or an op

erator asks for the execution of a checkpoint com
m

and
.

3.4
P

artition
s an

d related o
peratio

ns

D
efintion of w

hat a partition is: w
hat for, w

ho are the actors participating to the p
artition.

A
llow

ed
 p

artitons (here w
e should m

ake reference to the constraints im
posed

 by the T
T

C
 sys-

tem
 and

 inclu
de the table of the detector p

artitions).

W
hat can be d

one w
ith p

artitions: join and split.

M
aterial from

 [3-2].

H
ow

 partitioning is realised on the system
 is reserved to C

hapter
5, "A

rchitecture" (and possibly P
art 2

System
 C

om
ponents).

3.5
O

peration
s ou

tside a ru
n

D
efine w

hat are the operations allow
ed w

hen a ru
n is stopped

 or w
hen L

H
C

 is off. “D
efine”

should
 inclu

de: the p
urp

ose of the operation, the actors, the expected
 result, the effect on

T
D

A
Q

.

Initialisation, configu
ration.
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O
perations on partitions: split/join

A
 backup docum

ent w
ith use cases w

ould be useful (if can be done).

T
his section w

as m
oved w

rt the original layout so as to com
e A

FT
E

R
 the section on partitioning (since

som
e of the operations m

ight be done on partitions). It w
as also prom

oted one level up in the section hier-
archy

3.6
E

rror/Fau
lt repo

rting
/han

dlin
g strateg

y

B
rief d

escription of the global strategy here as the details are in C
hapter

6. E
m

phasis should
 be

given to 1) w
hat T

D
A

Q
 d

oes w
hen an internal error happens and

 2) w
hat T

D
A

Q
 d

oes w
hen a

fault hap
pens outside T

D
A

Q
 (but the fault affects the operation of the system

).

3.7
D

ata B
ases

W
hat has to be stored

 p
erm

anently? at least give som
e broad categories and

 the source of the
d

ata. T
hen list w

hat is the required
 fu

nctionality of the d
ata base system

(s). For exam
p

le d
ata

related to configuration, cond
itions, m

onitoring, etc.

M
aterial from

 this section should com
e from

 the efforts going on to collect requirem
ents on data bases.

3.8
R

eferen
ces 

3-1
G

IW
G

. R
u

n and
 States

3-2
G

IW
G

. P
artitioning
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4
E

vent selection
 strategy

4.1
Th

e ap
pro

ach

H
LT

 as a coherent entity, use of com
plem

entary features of LV
L

2 and
 EF (if not d

iscussed
 be-

fore)

em
phasis on inclusive signatures, have m

ore refined
 tools (other selection algorithm

s, m
ore ex-

clu
sive/top

ological criteria etc) at han
d

4.2
S

election
 ob

jects

d
efine (physics oriented

) objects (e.g. e, m
u

, ...) to be u
sed

 for the selection, d
escribe in the fol-

low
ing su

b-sections the high-level (algorithm
) step

s to d
efine cand

id
ate objects

4.2.1
E

lectro
n/p

ho
to

n

4.2.2
M

uo
n

4.2.3
Tau/jets/E

T m
iss

4.2.4
b

-tag
ged

 jets

4.2.5
B

-P
h

ysics 

4.3
Trigg

er m
en

us

d
efine the basic trigger m

enu(s), covering the m
ajor part of the physics program

need to ad
d

ress various scenarios

4.3.1
P

hysics trig
gers 

u
nprescaled

 signatu
res go here
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4.3.2
P

re-scaled
 ph

ysics trigg
ers

4.3.3
M

on
ito

r and
 calib

ratio
n

 trig
gers

4.4
P

h
ysics co

verage

d
escribe the coverage (essentially im

pact of thresholds) on variou
s physics p

rocesses of interest

4.5
D

eterm
ination of trig

ger efficien
cies etc.

4.6
R

eferen
ces 

4-1

4-2
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5
A

rchitecture

T
he purpose of the chapter is to describe the top level architecture of T

D
A

Q
, in term

s of:

its place w
ith respect to the other parts of A

T
LA

S, as w
ell as system

s and services external to A
T

LA
S,

how
 the system

 is organised: functionally, in term
s of sub-system

s and in term
s of m

ore abstract ele-
m

ents,

a generic architecture w
ith a a definition of the abstract com

ponents that are visible at the architectural
level

how
 sub-system

s m
ap onto the generic architecture (“view

s”).

how
 the scalability and partitioning can be perform

ed and

finally it proposes a baseline architecture expressed by the realisation of the abstratc com
ponents.

D
C

S is considered, as regards this chapter, as a black box w
ith interfaces to T

D
A

Q
 and external system

s.
T

he internals of D
C

S do not belong to this chapter.

5.1
TD

A
Q

 co
ntext

5.2
C

on
text D

iagram

T
he A

T
L

A
S T

D
A

Q
 context diagram

 is show
n in Figu

res
5-1. The LV

L
1 trigger provid

es LV
L

2
w

ith region-of-interest(R
oI) and

 other d
ata need

ed
 to gu

id
e the LV

L2-trigger data selection and
p

rocessing; this interface is d
iscu

ssed
 in detail in p

art 2. T
he Tim

ing, Trigger and
 C

ontrol (TT
C

)
system

 
provid

es 
signals 

associated 
w

ith 
events 

that 
are 

selected 
by 

the 
LV

L
1 

trigger.
R

ead
O

u
tD

rivers(R
O

D
s), associated

 w
ith the d

etectors, provid
e event fragm

ents for all events
that are selected

 by the LV
L

1 trigger. In add
ition, the LV

L
1 system

 contains R
O

D
s w

hich pro-
vid

e d
ata to be read

 ou
t for the selected bu

nch crossings. T
he LV

L
1 trigger system

, the T
T

C
 sys-
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tem
 and

 the R
O

D
 system

s of the d
etectors all need to be configured by the D

A
Q

 system
, for

exam
ple at the start of each run. T

hese com
ponents are show

n in the top part of the diagram
.

F
ig

u
re

5-1  

Interfaces to other external system
s are also illu

strated
 in Figure

5-1. T
hese connect to the L

H
C

m
achine (e.g. to exchange inform

ation on beam
 param

eters), to the d
etectors (e.g. to control

voltages), to the exp
erim

ental infrastructure (e.g. to m
onitor tem

peratu
res of racks), and to the

C
E

R
N

 technical infrastru
ctu

re.

T
he rem

aining interfaces relate to long-term
 storage of data that m

u
st also be accessed

 for off-
line analysis of the event data. For events that are retained

 by the high level triggers, the event
d

ata have to be stored
 for offline analysis. In ad

d
ition, a large am

ount of non-event data has to
be stored: alignm

ent and
 calibration constants, configuration p

aram
eters, etc. N

ot show
n in the

figure is the im
portation of program

s from
 the offline softw

are for u
se by the high level triggers.

C
onfiguration

data

D
C

S
m

essages

D
C

S
m

essages

N
on-event

data

E
vent data

D
C

S
m

essages

D
C

S
m

essages

C
onfiguration

data

C
onfiguration

data

L
V

L
1 trigger

signals

D
ata logging of event data for

offline analysis

R
O

I and other data
needed by L

V
L

2

E
vent data

fragm
ents

R
ead-O

ut D
rivers (R

O
D

s) of
detectors (and L

V
L

1 trigger)

L
V

L
1 trigger processors

H
igh-L

evel T
riggers,

D
A

Q
, D

C
S

T
T

C
 system

O
ffline databases for non-

event data

E
xperim

ental
infrastructure

C
E

R
N

 technical
infrastructure

L
H

C
 m

achine

D
etectors
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5.2.1
TD

A
Q

 Interfaces

M
ore in detail how

 the context elem
ents and T

D
A

Q
 interface; w

e also define w
hat data is exchanged (w

ho
is generating it, w

ho is using it).

A
n interface is defined in term

s of the partners (in T
D

A
Q

 and outside T
D

A
Q

), w
ho is responsible for the

interface (w
ithin T

D
A

Q
 and outside T

D
A

Q
), w

hat data flow
s in/out of the intreface and w

here the inter-
face is docum

ented. It is proposed to split things in 2 parts: I/F internal to A
T

LA
S, I/F w

ith external (w
rt

A
T

LA
S) services and sub-system

s. 

Strong link of this section to C
hapter

2, "P
aram

eters".

5.2.1.1
T

D
A

Q
 in

terfaces to A
T

L
A

S

Indicate w
hat are the interfaces betw

een T
D

A
Q

 and A
T

LA
S and reference w

here they are docum
ented.

5.2.1.2
E

xtern
al in

terfaces

G
iven the external (i.e. non A

T
LA

S) system
 and services as highlighted previously, define and reference

the interfaces (and indicate the responsibilities).

Finally a sum
m

ary table, w
hich for any given interface, as defined in the previous section, say w

hat type
of data (viz. raw

 data) is exchanged. P
ossibly m

ake references to data volum
es/rates (w

here applicable) as
docum

ented in C
hapter

2, "P
aram

eters".

5.3
TD

A
Q

 O
rg

anisatio
n

T
he purpose of the section is to show

 how
 T

D
A

Q
 is organised (the system

 as such, not necessarily m
ana-

gerially) internally. T
he internal organisation is looked at from

 three perspectives: w
hat function are per-

form
ed by T

D
A

Q
, how

 functions are associated to T
D

A
Q

 blocks, and a very abstract categorisation of
internal elem

ents. G
enerality (as opposed to im

plem
entation) and com

plem
entarity of view

s is stressed.

5.3.1
F

un
ctional decom

position

T
he T

D
A

Q
 system

 provides the A
T

L
A

S exp
erim

ent w
ith the capability of: m

oving the d
etector

d
ata (physics events) from

 the d
etector to m

ass storage, selecting, betw
een d

etector and
 m

ass
storage, those events w

hich are consid
ered

 of physical interest, controlling and
 m

onitoring the
w

hole exp
erim

ent. 

T
he follow

ing functions are id
entified

:

•
D

etector read
-ou

t: the d
ata prod

uced
 by one bunch crossing are stored

 in detector m
em

o-
ries (R

O
D

s), an event is therefore split in a num
ber of fragm

ents: there are ~ 1600 of such
m

em
ories w

hich have to be read
-out at a rate of 75K

H
z into a set of T

D
A

Q
 bu

ffers (the
event m

em
ory for T

D
A

Q
).

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

30
5

  A
rchitecture

•
M

ovem
ent of event d

ata: once bu
ffered

 event fragm
ents have to be m

oved
 to the high

level triggers and, for selected
 events, to m

ass storage. T
his is a com

plex process w
hich

involves both m
oving sm

all am
ounts of data at the level-1 trigger rate (the region of inter-

est d
ata for the level-2 trigger at 75 K

H
z) and

 the full event (i.e. ~
 1M

B
) at the level-2 trig-

ger accep
t rate (few

 K
H

z).

•
E

vent selection: T
D

A
Q

 is rep
sonsible to red

uce the rate and
 the d

ata volum
e to the m

an-
ageable am

ount of ~ 100M
B

/sec; this is achieved
 by a sophisticated

, 2-level, trigger sys-
tem

.

•
E

vent storage: events selected by the high level trigger system
 are w

ritten onto perm
a-

nent storage for further offline analysis.

•
C

ontrols and
 m

onitoring: this refers to the cap
ability of i) op

erating and
 controlling the

experim
ent (d

etector, infrastructure, T
D

A
Q

) and
 ii) m

onitoring the state and
 behaviou

r of
the w

hole of A
T

L
A

S. 

5.3.2
T

D
A

Q
 b

u
ild

ing
 blo

cks and
 su

b
-system

s

T
he A

T
LA

S T
D

A
Q

 system
 is designed

 to provide the above fu
nctions in term

s of the follow
ing

bu
ild

ing blocks:

•
R

ead
-O

ut System
 (R

O
S): event d

ata is buffered
, by the A

T
LA

S d
etectors, in the R

O
D

s;
each R

O
D

 holding a fragm
ent of the w

hole A
T

LA
S event. T

he R
O

D
 fragm

ents are read
 by

T
D

A
Q

 into its ow
n bu

ffers, the “R
ead

-O
ut Bu

ffers” (R
O

B
s). L

ogically, but not necessarily-
im

plem
entation-w

ise, there is an equal num
ber of R

O
B

 bu
ffers as there are R

O
D

 frag-
m

ents (indeed
, see below

, the level-2 trigger need
s to access d

ata at the level of the
ind

ivid
ual R

O
D

 fragm
ents). E

vent fragm
ents are kept in the R

O
B

 buffers u
ntil they are ei-

ther m
oved d

ow
nstream

 (accepted by the level-2 trigger) or they are rem
oved from

 the
system

 (rejected
 by level-2). T

he dep
th of the R

O
B

 buffers is determ
ined by the tim

e need
-

ed
 by level-2 to select events. T

he R
O

S provid
es individ

u
al event fragm

ents, out of the
R

O
Bs, to the level-2 trigger and

 to the event bu
ild

er: in this latter case a further level of
bu

ffering, m
u

ltip
lexing several ind

ivid
ual R

O
B

s into a single event build
er inp

ut, m
ay be

p
rovid

ed
 by the R

O
S.

•
L

evel-2 trigger: the level-2 trigger, as d
etailed

 in X
X

X
X

X
, uses a m

echanism
 to selectively

read
-out an event; that is, the level-2 trigger requests, as d

irected by the findings of the
level-1 trigger, a sm

all fraction of the event fragm
ents in ord

er to take a decision on the ac-
ceptance/rejection of the event. T

he R
O

I m
echanism

, using inpu
t from

 level-1, defines
w

hat fragm
ents the level-2 trigger w

ill need for a particular event. A
p

prop
riate fragm

ents
are requ

ested from
 the R

O
B

s and u
sed

 to d
ecid

e on the accep
tance or rejection of that

event. It is rem
arked that the level-2 trigger requests fragm

ents on the basis of i) the level-
1 identifier and ii) the R

O
L

 num
ber (as opposed to a R

O
B

 num
ber).

•
E

vent B
uild

er: the event is kept in the form
 of m

any (~
1600) p

arallel stream
s u

p to the d
e-

cision by the level-2 trigger. A
ny further redu

ction in the event rate need
s w

orking on the
com

plete event, hence the requirem
ent for a com

p
onent w

hich m
erges all the fragm

ents
of an event into a single place: the event build

er.

•
E

vent Filter (E
F): another level of event rate red

uction is p
rovid

ed
 by the event filter

w
hich requests com

plete events from
 the SFI bu

ffers and
 perform

s on them
 com

plex se-
lection algorithm

s. 
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•
T

D
A

Q
 controls: the function in charge of the control and

 supervision of the w
hole T

D
A

Q
system

; this inclu
d

es the initialisation and
 configu

ration of the T
D

A
Q

 com
p

onents. It also
includ

es those ancillary functions, such as sharing (non event d
ata) inform

ation betw
een

com
p

onents.

•
D

etector controls: it represents the fu
nction in charge of controlling and

 m
onitoring all as-

p
ects of the A

T
L

A
S d

etector; it also inclu
d

es the function of initialisation and configura-
tion of the A

T
L

A
S d

etector.

•
M

onitoring: it is the part of T
D

A
Q

 in charge of i) the (event data based) m
onitoring of the

experim
ent and the operational m

onitoring of T
D

A
Q

.

N
ow

 explain that the w
ork has been organised in term

s of a dataflow
, dcs, hlt, pesa, online sub-system

s

5.3.3
C

o
m

p
on

ent catego
ries

H
ere w

e characterise the com
ponents of T

D
A

Q
 in term

s of broad categories of elem
ents: buffers, proces-

sors, supervisors and netw
orks. It w

ill be indicated w
hat buffers (decouple parts of T

D
A

Q
, sm

ooth differ-
ences in perform

ances betw
een parts of T

D
A

Q
), processors (selection at H

LT
 level, m

onitoring, control),
supervisors (L2SV

, D
FM

 to control the flow
 of the data) and netw

orks (transport the data) do in the sys-
tem

.

In very broad
 term

s the A
T

LA
S T

D
A

Q
 system

 is com
posed

 of :

•
B

u
ffers: they are used

 to d
ecouple the d

ifferent parts of the system
: detector R

/O
, level-2,

event build
er and

 event filter. Because of the parallelism
 d

esigned
 into the system

, bu
ffers

belonging to the sam
e function (e.g. R

O
B

s) are indep
end

ent.

•
P

rocessors: to run event selection algorithm
s, to m

onitor and
 control the system

. T
hey are

organised in farm
s, group

s of p
rocessors p

erform
ing the sam

e function. 

•
Su

pervisors: these elem
ents coordinate the parallelism

, in term
s of assigning events to

p
rocessors and buffers, at the d

ifferent levels: the level-2 trigger (R
oIB

 and L
2SV

), the
event builder (D

FM
) and event filter.

•
C

om
m

unication system
s: they connect buffers and p

rocessors to p
rovide a p

ath for
tarnsporting event d

ata or a path to control and
 op

erate the overall system
. C

om
m

u
nica-

tion system
s are p

resent at different locations in the system
, som

e of them
 are sw

itching
netw

orks, others m
ay be point to p

oint links.
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5.4
TD

A
Q

 g
eneric arch

itecture

N
ow

 w
e put together and refine w

hat w
e have said in Section

5.3, "T
D

A
Q

 O
rganisation". T

he generic
architecture is built upon and justified on the basis of that section. A

 backup docum
ent m

ay be needed if
m

ore detail is required.

5.4.1
A

rch
itectural com

po
nen

ts

T
his is the list of the com

ponents w
hich are visible at the level of the architecture, the list should include

w
hat is relevant in term

s of functions, building blocks and abstract elem
ents. Should include the func-

tions and com
ponents identified in Section

5.3, "T
D

A
Q

 O
rganisation": R

O
D

, ..., R
oIB

, L2SV
, online

softw
are m

ajor com
ponents such as control, D

B
, etc. For each com

ponent the follow
ing inform

ation
should be provided: a definition or purpose (i.e. its function), and required perform

ance. T
his section is

neutral w
ith respect to possible im

plem
entations. W

hy generic (and “unorthodox”) nam
es such as R

R
C

and R
R

M
, R

O
B

 instead of R
O

B
in? T

he intent is to indicate that at that point in the system
 som

ething is
needed w

ith a certain functionality (to connect and possibly m
px R

O
Ls to R

O
B

s, etc.).

T
he general, im

plem
entation indep

end
ent, A

T
L

A
S T

D
A

Q
 architectu

re is presented
. N

ote that w
e

have carried forw
ard m

ost of the design originally presented in the A
T

LA
S T

P
 (1994), D

A
Q

/D
C

S/H
LT

T
P

 (2000); note w
ere choices have been m

ade (e.g. level-2 requesting data).

T
he architectu

re is presented
 in term

s of the fu
nctional breakd

ow
n of the p

reviou
s sections. R

ef-
erence to C

hapter
2 is done to use/d

erive requ
ried

 perform
ance figu

res (based
 on the design L

1
rate of 75K

H
z, som

e reference to the expected behaviour at 100K
H

z as w
ell?).

5.4.1.1
D

etecto
r read

-ou
t

R
O

L (R
ead-O

u
t L

ink): the com
m

u
nication link out of the d

etector buffers (R
O

D
s). E

ach R
O

D
m

ay have one or m
ore R

O
L

s; each R
O

L corresp
ond

s to one event fragm
ent. T

he R
O

L
 is expect-

ed
 to transp

ort d
ata at a rate equ

al to the m
axim

u
m

 event fragm
ent size tim

es the m
axim

um
level-1 rate (i.e. X

X
X

 M
B/

sec).

R
R

C
 (R

O
D

 to R
O

B
 connection): the connection betw

een the R
O

L
 and the R

O
B

 m
ay be m

ulti-
plexed, that is to say one or m

ore R
O

L
s m

ay be connected
 to a single R

O
B

. H
ence a fu

nctional
elem

ent in the system
 w

hich represents how
 R

O
L

s are m
ultiplexed

 into R
O

B
s. Figures on re-

quired
 band

w
id

hts

R
O

B: the detector fragm
ents are read ou

t of the R
O

D
s and

 stored into T
D

A
Q

 buffers; d
epend

-
ing on the level of m

u
ltiplexing p

rovided
 by the R

R
C

 com
ponent, one or m

ore fragm
ents m

ay
be stored

 into a single R
O

B
 for the sam

e event. Figures on buffer depth; input and output bandw
idth.

R
R

M
 (R

O
B

 to R
O

S M
u

ltip
lexor): in ord

er to red
uce the nu

m
ber of connections into the level-2

and
 event bu

ild
er netw

orks it is p
ossible to fu

nnel a nu
m

ber of R
O

B
s into a single com

p
onent.

T
he R

R
M

 represents this R
O

B
 m

ultiplexing capability. G
ive figures on m

ultiplexing capability
(based on R

O
B

 output bandw
idth).

R
O

S (R
ead

 O
u

t System
): a com

ponent for serving d
ata to the level-2 and

 event bu
ild

er. It m
ay

also be used
 to introdu

ce a fu
rther level of bu

ffering before the event builder. 
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5.4.1.2
L

evel-2:

R
oIB

: the com
ponent w

hich determ
ines w

hich fragm
ents ought to be analyised

 by level-2 for a
p

articu
lar event, based

 on inform
ation received

 from
 the level-1 trigger. (N

ote it runs at the L1
rate)

L
2SV

: The level-2 trigger supervisor (L
2SV

): the com
p

onent w
hich, for a given event accepted

by level-1, receives the inform
ation prod

uced
 by the R

oIB
, assigns a L2P

U
 to process the event

and inp
uts the L

2P
U

 w
ith the inform

ation provided
 by the R

oIB
.

L
2PU

: the com
p

onent w
hich, using the inform

ation produ
ced

 by the R
oIB

, requests event frag-
m

ents from
 the R

O
S, process them

 and
 p

rod
uces a d

ecision (accep
t/reject) for an event. T

he de-
cision is passed

 to the R
O

S in ord
er for this latter to rem

ove (from
 the R

O
S buffers) or forw

ard
(to the final part of T

D
A

Q
, the event filter) the event.

L
2N

 (level-2 netyw
ork): the sw

itching netw
ork used

 to connect all the R
O

Ses, level-2 processors
and sup

ervisors for the purpose of m
oving R

O
I data and

 level-2 d
ecisions betw

een the T
D

A
Q

bu
ffers, level-2 p

rocessors and
 supervisory com

p
onents.N

ote that d
ata and control share the

sam
e netw

ork. Figures on expected bandw
idhs and rates.

5.4.1.3
E

vent B
uilder

D
FM

: the sup
ervisory elem

ent w
hich assigns an event, accepted

 by level-2, to an SFI.

E
B

N
 (Event B

uild
er N

etw
ork): the event builder w

ill hand
le events at a rate of a few

 K
H

z; to
achieve this perform

ance several events are bu
ilt concurrently into m

any SFI’s by m
eans of a

sw
itching netw

ork w
hich connects R

O
Ses, SFIs and

 D
FM

. N
ote that data and (event build

er)
control share the sam

e netw
ork. Figures on expected bandw

idhs and rates

SFI: the buffer w
here a fu

ll event is built prior to being m
oved

 to the event filter for further se-
lection. Target perform

ance ~
 70M

B
/sec.

5.4.1.4
E

vent F
ilter:

E
FP

 (E
vent Filter P

rocessors): A
 farm

 of processors, to run the algorithm
s; includ

ing possibly a
supervisory com

ponent to assign events, available in the SFIs, to event filter p
rocessors. Figure

on expected tim
e/event.

E
FN

: A
 com

m
u

nication system
 connecting SFIs, event filter p

rocessing unit and
 SFO

s. N
ote that

the issue here w
ill be one of connecting a lot of processing units m

ore than actual volum
es of data (ratio

processing to com
m

unication).

SFO
: A

 set of m
em

ories, su
b-farm

 outpu
t (SFO

), to buffer the events accep
ted

 by the event filter
p

rior to w
riting the events to p

erm
anent m

ass storage. A
gain expect perform

ance ~
 70 M

B
/sec

D
C

S (D
etector C

ontrol System
): at this level of architectural detail the detector control system

 is seen
as an unstructured entity w

hich interfaces w
ith the rest of T

D
A

Q
 via the online netw

ork.
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5.4.1.5
O

nline:

O
SF (O

nline Softw
are Farm

): the farm
 of processors on w

hich the T
D

A
Q

 softw
are services, su

ch
as the run control and

 the m
onitoring facilities. A

 single p
artitions and

 the w
hole experim

ent
are operated

 ou
t of this farm

.

D
B

S (D
ata B

ase Servers): the set of servers used
 to hold the d

ata bases. 

O
SN

 (O
nline Softw

are N
etw

ork): a netw
ork connecting the O

nline softw
are farm

, the d
etector

control system
 as w

ell as the controller and
 sup

ervisors local to the T
D

A
Q

 com
p

onents. A
 m

ore
d

etailed
 organisation of this netw

ork, show
ing w

hich T
D

A
Q

 elem
ents have a controlle etc., is

provid
ed

 below
 in the d

etailed
 com

p
onent view

s. Som
e figures on expected perform

ance and size of
the netw

ork.
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T
he generic architectu

re is show
n pictorially in Figures

5-2.

For m
issing details, one should refer to the “view

s” below
 to e.g. go into m

ore details as regards their (the
view

’s) parts. For exam
ple a R

O
B

 has a data flow
 view

 as buffer, but also a control view
 and a data base

view
.

T
he draw

ing has to be corrected to show
 LV

L1 and its connection to the R
O

IB
, the relationship L2SV

/
D

FM
.

5.5
TD

A
Q

 d
ata flo

w
 arch

itectural view

Sp
ecialise generic architectu

re for the p
urp

ose of D
ata flow

.

Shall contain: functional decom
position into D

F packages and sub-packages; interfaces and boundaries
betw

een D
F packages and sub-packages; m

ain use-cases realisation; “E
vent control and event flow

” view
w

hich w
ill include the rates and data volum

es betw
een D

F packages and sub-packages (including type of
com

m
unication).

5.6
TD

A
Q

 con
tro

ls an
d sup

ervision
 view

Specialised generic architecture for the purpose of control and supervision (eg show
 local controllers).

F
igu

re
5-2  G

eneric diagram
.
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Includes both D
C

S and O
nline controls.

R
em

arks to this view
: 

T
his view

 has been
chosen to illustrate the relation betw

een the T
D

A
Q

 C
ontrol and the D

C
S C

ontrol. E
x-

planations and som
e reasons for choosing this view

 are listed below
.

•
A

rrow
s represent the direction of com

m
and flow

.

•
Lines w

ithout arrow
s represent infom

ation exchange w
hich is vital for correct decision m

aking by
the m

aster control unit (see later for w
hich control is the m

aster depending on the operational sta-
tus). C

om
ponent boxes represent logial entities.

•
System

s expernal to A
tlas are show

n w
here they have a vital im

portane to the experim
ent control.

T
he m

aster control m
ust have know

ledge of the m
achine status in order to take correct decisions. 

•
LH

C
: LH

C
 m

achine status; C
E

R
N

: C
ern infrastructure; M

agnet: M
agnet status; D

SS: D
etector

Safety System

•
D

uring data taking periods w
hen T

D
A

Q
 C

ontrol is active it has m
aster control over the T

D
A

Q
system

 and the D
etector control system

.

•
O

utside data taking periods, w
hen T

D
A

Q
 C

ontrol is not active, the D
etector C

ontrol system
 stays

fully operational and controls all its connected units.

•
E

ach detector can be controlled independently both from
 the T

D
A

Q
 C

ontrol including the D
etec-

tor C
ontrol during data taking periods, for exam

ple during installation and test phases, or outside
data taking periods via D

etector C
ontrol.

•
T

he C
om

m
and flow

 from
 T

D
A

Q
 C

ontrol to D
etector C

ontrol is perform
ed from

 the T
D

A
Q

 control
at the level of the different detectors.

•
T

he presented com
ponents w

ill be expanded and explained in m
ore detail in the chapter on E

xperi-
m

ent C
ontrol, w

hen necessary details have been explained in the chapters on com
ponents and in-

terfaces.
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5.7
Inform

ation
 sh

arin
g services view

Specialise the generic architecture for the purpose of inform
ation sharing services provided by the online

softw
are.

T
here are several arias w

here the inform
ation sharing is used

 in the T
D

A
Q

 system
: synchronisa-

tion betw
een p

rocesses, error reporting, operational m
onitoring, p

hysics event m
onitoring, etc.

T
here are different typ

es of inform
ation w

hich T
D

A
Q

 app
lications m

ay share in d
ifferent cases.

T
he O

nline Softw
are provid

es a num
ber of services to support all the possible typ

es of inform
a-

tion exchange betw
een T

D
A

Q
 softw

are ap
p

lications. 

A
s it is show

n on Figure
5-3, each of those services acts as a com

m
on com

m
unication bu

s for all
the T

D
A

Q
 system

s and
 detectors. Inform

ation can be shared
 betw

een applications belonging to
the sam

e T
D

A
Q

 system
, am

ong several T
D

A
Q

 system
s, and to each of the T

D
A

Q
 system

s and
d

etectors.

A
ll the Inform

ation Sharing services are partitionable in a sense that different instances of the
sam

e service are able to w
ork in d

ifferent T
D

A
Q

 Partitions concurrently and
 fully independ

ent-
ly.

5.8
TD

A
Q

 d
ata b

ase view

D
ata base architecture: including w

here access to (in and out of) databases is done.

R
em

ark: T
his is a very basic view

 of the databases in T
D

A
Q

. It is expected that m
ore details can be 

presented w
hen a com

m
on understanding is reached on the sharing of non-event data accross D

C
S, 

D
A

Q
, H

LT
 and offline system

s. T
his w

ill be the topic of discussion at the next A
T

LA
S w

eek and the next 
A

tlas Softw
are w

orkshop.

T
D

A
Q

 and d
etectors are using configuration d

atabases to d
escribe their system

 topology and 
the param

eters w
hich are u

sed
 for data-taking. A

 variety of configurations can describe and 
com

bine d
ifferent com

binations of existing p
artitions w

hich are p
repared for d

ifferent typ
es of 

ru
ns (physics, calibration, debu

g, shu
tdow

n, etc.).

F
igu

re
5-3  Inform

ation S
haring context diagram

In
fo

rm
atio

n
 S

h
arin

g
 S

ervices
In

fo
rm

atio
n

 S
h

arin
g

 S
ervices

In
fo

rm
atio

n
 S

h
arin

g
 S

ervices

D
etecto

rs
H

L
T

D
ata 

F
lo

w
D

C
S

O
n

lin
e 

S
o

ftw
are

L
V

L
1
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T
he T

D
A

Q
 and d

etectors are using offline cond
itions d

atabases to read
 and

 to store cond
itions 

und
er w

hich the event d
ata w

ere taken. Su
ch databases are used

 by the offline group
 for 

analysis and
 reconstruction of p

hysics data and by the T
D

A
Q

 experts to analyse logs of the 
operational m

onitoring inform
ation stored d

uring d
ata taking by the online bookkeep

er.

5.9
H

LT view

T
he H

LT
 issu

es relative to the generic architecture. It shou
ld

 p
robably includ

e the organisation
of the E

F and
 LV

L
2 blobs, how

 H
LT

 gets at the d
ata. 

5.10
P

artition
ing

T
he d

efinition of partitions and
 the allow

ed operations are d
efined

 in C
hapter

3, "O
perationial

requirem
ents for the T

D
A

Q
 system

". W
e rem

ind
 that partitioning refers to the capability of p

ro-
vid

ing the functionality of the com
plete T

D
A

Q
 to a subset of the A

T
LA

S d
etector. 

T
he d

efinition of the detector subset d
efines, becau

se of the connectivity betw
een R

O
D

s and
R

O
Bs, w

hich R
O

B
s belong to the p

artition. D
ow

nstream
 of the R

O
B

s a partition is realised by
assigning part of TD

A
Q

 resou
rce (E

B
N

, SFI, E
F, online farm

 and netw
ork) to the p

artition: it is a
resou

rce m
anagem

ent issue. In p
articu

lar a subset of the R
O

B
s, as m

entioned above, and a su
b-

set of the SFIs N
ote that this assum

es that assigning SFIs im
plies associating a sub-set of the E

F farm
;if

this is not the case then routing of events has to be done by the SFIs (see connection to T
T

C
 below

).

A
s regards the transport of the d

ata across the allocated resources, the D
FM

 plays the key role of
rou

ting subsets of R
O

Bs to the associated subsets of the SFIs. In ord
er for this to happ

en, in the
case of p

artitions associated to non p
hysics runs (i.e. w

hen there is no level-2), the D
FM

 m
u

st re-
ceive, via the TT

C
, the triggering inform

ation for the active partitions. N
eed for connections of up

to 35 T
T

C
 system

s to D
FM

5.11
S

calab
ility o

f th
e system

H
ow

 the generic arch. can scale in perform
ance (probably w

ith respect to LV
L

1 rate). V
iz. w

hat
has to be expand

ed
, and how

. A
 strategy w

hich show
 that the architecture can scale. 

F
ig

u
re

5-4  

C
onfiguration
D

atabases

T
D

A
Q

 &
D

etectors

C
onditions

D
atabases

O
ffline
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5.12
B

aseline architectu
re im

p
lem

entatio
n

T
he baseline w

ould be defined in term
s of a concrete im

plem
entation of the generic com

ponents defined
above (e.g. w

hat is used to connect R
O

D
 to R

O
B

s, the rob is a R
O

B
IN

, etc). It certainly should spell out
w

hat the generic com
ponents are (for exam

ple a bus based R
O

S, a point to point link for the R
O

L) and
probably suggest a physical im

plem
entation (e.g. this sw

itch is gigabit ethernet w
ith this size). W

e could
also have a sub-section w

hich indicates options (a sm
all num

ber) w
hich one m

ight w
ish to consider later

on.

T
he justification of the validity of the overall architecture is to be spelled out in P

art 3 System
 P

erform
-

ance.

5.13
R

eferences 

5-1
D

ocu
m

en
t from

 A
rchitectu

re w
orking grou

p
 on global architectu

re.

5-2
D

ataFlow
 A

rch
itectu

re d
ocu

m
ent.

5-3
R

O
S A

rch
itectu

re d
ocu

m
ent.

5-4
D

ata C
ollection

 A
rchitectu

re d
ocu

m
ent.
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6
Fault Toleran

ce and E
rro

r H
andling

6.1
Fault Toleran

ce an
d E

rror H
an

dlin
g S

trateg
y

E
rror hand

ling and
 fault tolerance are concerned

 w
ith the behaviour of the T

D
A

Q
 system

 in the
case of failures of its com

ponents. B
y failure w

e m
ean the inability of a com

p
onent to perform

its intended
 function. T

his inclu
d

es both hard
w

are and softw
are cau

sed p
roblem

s. 

T
he overall goal is to m

axim
ize system

 up-tim
e, data taking efficiency and data quality for the A

T
L

A
S

d
etector. T

his is achieved
 by d

esigning a robust system
 that w

ill keep functioning even w
hen

various parts of it are not w
orking p

roperly. 

C
om

plete fault tolerance is a d
esired

 system
 property w

hich d
oes not im

ply that each com
po-

nent m
u

st be able to tolerate every conceivable kind
 of error. T

he best w
ay for the system

 to
achieve its overall goal m

ay w
ell be to sim

ply reset or reboot a com
ponent w

hich is in an error
state. T

he op
tim

al strategy d
ep

end
s on the im

pact the faulty com
ponent has on d

ata taking, the
frequency of the error and

 the am
ount of effort necessary to m

ake the com
p

onent m
ore fault tol-

erant.

T
he fault tolerance and

 error handling strategy is based
 on a nu

m
ber of basic principles:

•
M

inim
ize the num

ber of single p
oints of failure in the d

esign itself. W
here u

navoid
able,

p
rovide red

undancy to qu
ickly replace failing com

ponents. T
his m

ight consist of sp
are

p
arts of custom

 hard
w

are or sim
ply m

aking sure that critical softw
are processes can run

on off-the-shelf hardw
are w

hich can be easily replaced
.

•
Failing com

p
onents m

ust affect as little as possible the functioning of other com
ponents. 

•
Failures should

 be hand
led in a hierarchical w

ay w
here first local m

easures are taken to
correct it. L

ocal recovery m
echanism

s w
ill not m

ake im
p

ortant d
ecisions, e.g. to stop

 the
ru

n, bu
t pass the inform

ation on to higher levels.

•
A

ll errors are reported
 in a stand

ard
ized

 w
ay to m

ake it easy to autom
ate d

etection and
hand

ling of w
ell-d

efined
 error situ

ations (e.g. w
ith an exp

ert system
).

•
A

ll errors w
ill be autom

atically logged
 and

 be available for p
ost-m

ortem
 analysis if neces-

sary. W
here the error affects data qu

ality the necessary inform
ation w

ill be stored
 in the

cond
ition d

atabase.

W
e d

istinguish the follow
ing cases:

E
rror detection d

escribes how
 a com

p
onent find

s out abou
t failures either in itself or neighbour-

ing com
ponents. E

rrors are classified
 in a standardized

 w
ay and

 m
ay be transient or perm

anent.
A

 com
ponent shou

ld
 be able to recover from

 transient errors by itself once the cau
se for the er-

ror d
isappears. 

E
rror response d

escribes the im
m

ed
iate action taken by the com

p
onent once it d

etects an error.
T

his action w
ill typically allow

 the com
ponent to keep w

orking bu
t m

aybe w
ith red

uced
 func-

tionality. A
pp

lications w
hich can sensibly correct errors that are generated

 internally or occur in
hard

w
are or softw

are com
ponents they are responsible for should

 corrected
 them

 d
irectly.
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In m
any cases the com

ponent itself w
ill not be able to take the necessary action about failures in

a neighbou
ring com

ponent. Even if the com
ponent is unable to continue w

orking, this should
not be a fatal error for the T

D
A

Q
 system

 if it is not a single p
oint of failu

re.

E
rror reporting d

escribes how
 the failure cond

ition is reported
 to a higher level w

hich m
ight be

able to fix the error cond
ition. T

he m
echanism

 w
ill be a stand

ard
ized service w

hich all com
po-

nents use. T
he receiver of the error m

essage m
ight be p

ersons (like a shifter or an exp
ert) or an

autom
ated

 exp
ert system

.

E
rror recovery d

escribes the p
rocess of bringing the faulty com

ponent back into a functioning
state. T

his m
ight involve m

anu
al intervention by the shifter or an expert or an autom

ated
 re-

sponse initiated by the expert system
. The tim

e-scale of this phase w
ill typically be longer than

the previous ones and
 can range from

 second
s to d

ays (e.g. in the case of replacing a piece of
hard

w
are w

hich requires access to controlled
 areas).

E
rror prevention d

escribes the m
easures to be taken w

hich p
revent the errors to be introd

uced to
hard

w
are or softw

are. G
ood

 softw
are engineering, the u

se of standards, training, testing and
the availability and u

se of diagnostic tools help in m
aking the T

D
A

Q
 system

 fault tolerant.

6.2
E

rro
r D

efinition
 and

 Identificatio
n

In ord
er to resp

ond
 to error cond

itions it is im
portant to have a clearly d

efined
 T

D
A

Q
 w

id
e

classification schem
e that allow

s p
roper identification. It is assu

m
ed

 that error cond
itions are

d
etected by d

ata flow
 applications, controllers, event selection softw

are and
 m

onitoring tasks.
T

hese cond
itions m

ay be caused by failures of hard
w

are they control, of com
ponents that they

com
m

unicate w
ith or these m

ay occu
r internally.

T
he sources have a d

ual responsibility: correct anom
alous conditions im

m
ed

iately or issue an
error m

essage, suitably classified
 and containing all necessary inform

ation for su
bsequent ac-

tion by hu
m

an or exp
ert system

. 

E
rror m

essages are classified
 accord

ing to severity. T
he classification is necessarily based

 on lo-
cal jud

gem
ent; it is left to hum

an/
artificial intelligence to take further action, guid

ed by the
classification and

 add
itional inform

ation p
rovid

ed
 by the applications that detect the errors:

A
d

d
itional inform

ation consists of a unique T
D

A
Q

 w
id

e id
entifier (note that status and

 return
cod

es, if used, are internal to the applications), d
eterm

ination of the source and ad
d

itional infor-
m

ation need
ed

 to repair the problem
. A

ll m
essages are d

irected to an E
rror R

ep
orting Service,

never d
irectly to the ap

plication that m
ay be at the origin of the fau

lt.

For successful fau
lt tolerance, it is essential that correct issuing of error m

essages is enforced
 in

all T
D

A
Q

 app
lications.

6.3
E

rro
r R

epo
rtin

g M
ech

anism
 

A
pp

lications encou
ntering a fault m

ake use of an error rep
orting facility to inject an ap

prop
riate

m
essage to the T

D
A

Q
 system

. T
he facility is responsible for the m

essage transport and
 m

essage
d

istribution. O
ptional and m

andatory attributes can be passed
 w

ith the m
essage. T

he facility al-
low

s receiving app
lications to subscribe to a m

essage accord
ing to the severity or other qualifi-
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ers ind
epend

ent of its origin. A
 set of com

m
only used

 qu
alifiers w

ill be recom
m

ended
. T

hese
can for exam

ple includ
e the detector nam

e, the failure type like hard
w

are, netw
ork, softw

are
failu

res, or finer granularity indicators like ‘G
as’, ‘H

V
’ etc. They p

rovid
e together w

ith m
anda-

tory qualifiers like p
rocess nam

e and
 id, injection date and

 tim
e, and

 processor id
entification

p
rovid

e a pow
erfu

l and flexible system
 logic for the filtering and

 d
istribution of m

essages.

6.4
E

rror R
eco

very M
echan

ism
s

E
rror recovery m

echanism
s d

escribe the actions w
hich are und

ertaken to correct any im
portant

errors that a com
ponent has encou

ntered
 and can not hand

le on its ow
n. T

he m
ain goal is to

keep the system
 in a ru

nning state and
 m

inim
ize the consequences for d

ata taking. 

T
here w

ill be a w
ide range of error recovery m

echanism
s, d

epend
ing on the su

bsystem
 and

 the
exact natu

re of the failure. T
he overall princip

le is that the recovery for a failu
re should be han-

d
led as close as p

ossible to the actual com
ponent w

here it occu
rred. This allow

s both to isolate
failu

res to su
bsystem

s w
ithout necessarily involving any action from

 other system
s, to d

ecen-
tralize the know

led
ge required

 abou
t p

roperly reacting to a failure and
 to allow

 experts to m
od-

ify 
the 

error 
handling 

in 
their 

specific 
subsystem

 
w

ithout 
having 

to 
w

orry 
abou

t 
the

consequences for the full system
. 

If a failu
re cannot be hand

led by a subsystem
 at a given level, it w

ill be passed
 on to a higher

level in a stand
ard

ized w
ay. W

hile the higher level w
ill not have the d

etailed
 know

ledge to cor-
rect the error, it w

ill be able to take a different kind
 of action w

hich is not appropriate at a low
er

level (e.g. it m
ight be able to p

au
se the ru

n and
 d

raw
 the attention of the shifter to the problem

,
or to take a su

bfarm
 out of the ru

nning system
 and p

roceed
 w

ithout it etc.)

T
he actual reaction to the failure w

ill strongly d
epend

 on the type of error. T
he sam

e error con-
d

ition (e.g. tim
eou

ts for requests) m
ay lead to quite d

ifferent actions d
epend

ing on the typ
e of

com
p

onent. A
 list of p

ossible reaction is given in C
hapter

6.5, "Typ
ical U

se C
ases".

E
ach level in the hierarchy w

ill have d
ifferent m

eans to correct failures. O
nly the highest levels

w
ill be able to p

au
se data taking or d

ecid
e w

hen to stop a run.

6.4.1
V

erification
, D

iag
no

stic and
 A

utom
atic R

eco
very

R
egular verification of the system

 status and
 its correct functioning w

ill be a vital operation to
help

 avoid
ing failures to occu

r. A
 custom

izesable d
iagnostic and verification fram

ew
ork w

ill al-
low

 to verify the correct status of the T
D

A
Q

 system
 before start-up or betw

een runs, au
tom

ati-
cally or on request. It w

ill m
ake use of a su

ite of cu
stom

 test p
rogram

s w
hich are sp

ecific for
each com

ponent type in ord
er to d

iagnose eventual faults. It w
ill be integrated

 into the hierar-
chical stru

ctu
re of the TD

A
Q

 supervision fram
ew

ork and
 can (op

tionally) take au
tom

atic action
for the recovery of a fault. It provides m

ulti-level decentralized error hand
ling and

 allow
s ac-

tions on failu
res on a low

 level. A
 know

led
ge base containing the ap

prop
riate actions to be tak-

en w
ill be established

 at system
 installation tim

e. E
xperience from

 integration tests and
 in test

beam
 operation w

ill initially provid
e the basis. E

ach su
pervision nod

e m
ay contain a rules cu

s-
tom

ized to its specific role in the system
. Table

6-1 gives an exam
ple on the hierarchical d

istribu-
tion of su

pervision levels.
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olerance and E
rror H

andling

Tab
le

6-1  E
rror handling levels

R
em

ark: the diagram
 w

ill have to be adjusted in style etc. to m
ap the definitions m

ade in earlier chapters.

6.5
Typ

ical U
se C

ases

T
his paragraph w

ill describe how
 a com

ponent w
ould react to som

e typical faults both in a global ap-
proach and discussing any system

 specifics. T
he current colection is incom

plete. C
ontributions should be

provided by the system
s. It is the intension to include details w

hich w
ould go bejond the scope (or space)

in the T
D

R
 in a supporting docum

ent.

R
O

L (flow
 control, m

issing R
O

D
 fragm

ents, failure); D
F applications (failure of one or m

ore); control
and/or event data m

essages (packet loss, flow
 control, Q

O
S (peer to peer or sw

itches). R
esults from

 m
od-

elling m
ay be used to justify.

A
 short list of p

ossible reactions on d
ifferent levels (from

 insid
e an app

lication to system
 w

id
e)

and
 their im

pact on d
ata taking follow

s:

•
Sym

ptom
: R

ead
-ou

t link not w
orking properly. 

•
A

ction: R
eset of local hardw

are.

•
Im

pact: Som
e parts of the event m

ight be m
issing. If successful only an inform

a-
tional m

essage w
ould

 be send
 to the higher level. If not successfu

l a error m
essage

w
ould be issu

ed.

•
Sym

ptom
: Tim

eout for requests to a R
O

S insid
e a LV

L
2 nod

e.

•
A

ction: R
etry a configurable num

ber of tim
es. 

E
xperim

ent
level

S
ubsystem

level

Local C
ontroller

level

A
T

L
A

S
A

T
L

A
S

E
F

E
F

Subfarm
1

L
V

L
2

L
V

L
2

D
C

D
C

D
etN

D
etN

D
et1

L
V

L
1

L
V

L
1

S
ubfar

m
N

S
ubfar

m
N

Subfar
m

1
R

O
S 1

R
O

D
 1

D
C

S
, 

L
H

C
, ...

D
C

S, 
L

H
C

, ...

errors

decisions

O
perator

O
perator

E
xperts

E
xperts
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•
Im

pact: Parts of an event m
ight be m

issing. If not successfu
l, the LV

L
2 trigger m

ight
not be able to run its intend

ed
 algorithm

s and the event has to be force-accepted
. If

the error p
ersists, the d

ata taking efficiency m
ight d

rop
 becau

se the event building
w

ill be m
ostly bu

sy w
ith forced

-accep
t events. 

•
Sym

p
tom

: D
ataflow

 com
ponent rep

orts that R
O

S tim
es out repeated

ly.

•
A

ction: P
au

se the run, rem
otely reset the R

O
S com

ponent and if successful resum
e

the ru
n. If not successful, inform

 all concerned
 com

ponents that this R
O

S is no
longer available and

 inform
 higher level (w

ho m
ight d

ecid
e to stop

 the ru
n and

take other m
easures like calling an expert).

•
Im

pact: D
ata m

issing in every event.

•
Sym

p
tom

: LV
L2 supervisor event request to LV

L
2 nod

e tim
es out.

•
A

ction: retry a configuration num
ber of tim

es. T
hen take nod

e ou
t of sched

uler and
report to higher level.

•
Im

pact: A
vailable LV

L2 rate is red
uced

•
Sym

p
tom

: LV
L2 Sup

ervisor rep
orts that LV

L2 node repeated
ly tim

ed
 out.

•
A

ction: R
em

otely reset the offend
ing nod

e. If successful, the nod
e should

 com
e

back into the run. If not successful the 

•
Im

pact: LV
L

2 rate is red
uced

 w
hile nod

e is reset.

•
Sym

p
tom

: N
one of the nod

es in a E
ventfilter su

bfarm
 can be reached

 via the netw
ork (e.g.

in case of a sw
itch failu

re).

•
A

ction: Take all affected
 nod

es out of any schedu
ling decisions (e.g. in the D

FM
) to

prevent fu
rther tim

eou
ts. Inform

 higher level about the situation. 

•
Im

pact: D
ata taking rate is red

uced.

A
s can be seen, the sam

e error condition (e.g. tim
eou

ts for requests) lead
s to quite different ac-

tions d
epend

ing on the type of com
ponent. E

ach R
O

S is unique in that its failure lead
s to som

e
non-recoverable data loss. A

 LV
L

2 nod
e on the other sid

e can be easily replaced
 w

ith a d
ifferent

node of the sam
e kind.
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6.5.1
R

eliab
ility and

 fau
lt toleran

ce in
 th

e D
ata F

low

T
his section w

as m
oved from

 C
hapter

8, "D
ata-flow

" and inserted as is here. It is m
ost likely that this

w
ill be rew

orked into Section
6.5, "Typical U

se C
ases".

T
his section presents the m

ajor error use cases of the D
ataFlow

. A
s a guideline to identifying the error use

cases, m
ajor should be interpreted as referring to those that have directly influenced the design of the D

a-
taFlow

. E
ach use-case is described as having transient, accum

ulative or persistent effect on the behaviour
of the D

ataFlow
. T

he handling of each use-case is presented based on results of real life tests. T
he exact

layout of this chapter is subject to the identification of the m
ajor error use cases.

E
ach subsection groups related error use cases.

6.5.1.1
D

etecto
r read

-ou
t

P
ossible error use cases here are: R

O
L failure; assertion of one or m

ore of the error bits in the S_LIN
K

 end
of fram

e control w
ord, i.e. R

O
D

 fragm
ent corruption; assertion of S-LIN

K
 LD

O
W

N
; m

issing or out of
sequence R

O
D

 fragm
ents.

6.5.1.2
L

evel 1 to
 R

oI b
uilder

T
his sub section should be a sum

m
ary of w

hat is detailed in [8-27].

6.5.1.3
C

o
n

tro
l an

d
 even

t data m
essag

es

H
ow

 the system
 handles the loss of each type of control m

essage and event fragm
ents separately.

6.5.1.4
A

p
p

licatio
n

s

H
ow

 the system
 handles the failure of one or m

ore of the applications.

6.5.2
R

eliab
ility and

 fau
lt toleran

ce in
 th

e X
X

X
 system

describe im
portant reliability and fault tolerant aspects in the respective system

6.6
R

eferen
ces

W
orking G

roup
 R

ep
ort of the A

tlas T
D

A
Q

 E
rror H

and
ling and Fault Tolerance W

orking G
roup 
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7
M

on
ito

ring

7.1
O

verview

A
 fast and efficient m

onitoring is essential d
u

ring the data taking period
s. A

ny m
alfunctioning

p
art of the experim

ent m
ust be id

entified
 and signalled

 as soon as possible so that it can be
cured. T

he sources of m
onitoring inform

ation m
ay be events, fragm

ents of events or any other
kind

 of inform
ation (histogram

s, counters, status flags, etc...). They m
ay com

e from
 the hard-

w
are, processors or netw

ork elem
ents, either d

irectly or via the D
C

S. Som
e m

alfunctions can be
d

etected
 by the sole observation of a single piece of inform

ation and
 cou

ld
 be perform

ed at the
level of the source of the inform

ation. A
n infrastructu

re has to be provided
 to process the m

oni-
toring inform

ation and
 bring the resu

lt to the end u
ser (norm

ally the shift crew
). 

T
he m

onitoring can be d
one at d

ifferent p
laces of the D

ata Flow
 in the D

A
Q

 system
: R

O
D

 C
rate,

R
O

S, and
 SFI. M

oreover, ad
d

itional m
onitoring can be p

rovid
ed

 by the LV
L2 trigger and

 by the
E

vent Filter du
e to the fact that these p

rogram
s w

ill d
ecod

e d
ata, com

p
ute tracks and

 clusters,
count relevant quantities for sim

ple event statistics or to m
onitor the functioning of the various

trigger levels and
 their selection pow

er. It is p
ossible to foresee that a p

art of the E
vent Filter is

d
ed

icated
 to m

onitoring activities w
here events tagged

 at read
-out level or at previous stages of

the selection are rou
ted

 by the D
ata C

ollection (E
vent B

uilder) for sp
ecial treatm

ent.

T
he id

eas w
hich are exp

ressed
 in the p

resent text reflect the very prelim
inary stage of the w

ork
of the ad

 hoc w
orking grou

p on M
onitoring. M

any of them
 are likely to evolve u

ntil the final
ed

ition of the T
D

R
, w

hen d
iscussions w

ith all concerned com
m

unities (T
D

A
Q

, d
etectors) bring

n
ew

 inp
ut.

7.2
M

o
nitoring sou

rces

w
hich ones of the A

T
L

A
S system

s and
 sub-system

s need
 to be m

onitored
 d

uring d
ata taking

7.2.1
D

A
Q

 m
on

ito
rin

g

7.2.1.1
F

ro
nt-en

d an
d R

O
D

 m
o

nito
ring

sub-d
etector front end electronics specific m

onitoring

•
d

ata integrity m
onitoring

•
op

erational m
onitoring (throughpu

t and
 sim

ilar, scalers histogram
s)

•
hard

w
are

7.2.1.2
D

ata C
o

llection
 m

on
itorin

g

D
A

Q
 specific m

onitoring
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•
d

ata integrity m
onitoring

•
operational m

onitoring (throughput and
 sim

ilar, scalers histogram
s)

•
hard

w
are

7.2.2
Trig

ger m
on

ito
rin

g

7.2.2.1
Trig

g
er d

ecisio
n

sim
ulate the decision of the trigger stages to confirm

 the quality of the d
ecision

7.2.2.1.1
LV

L1 decision

sam
ple of rejected

 events passed
 on a pre-scaled

 basis to ded
icated

 p
rocessing tasks (possibly in

a d
edicated

 partition of the E
vent Filter)

7.2.2.1.2
LV

L2 decision

sam
e as LV

L1

7.2.2.1.3
E

F
 decision

d
etailed

 inform
ation ap

pend
ed

 to the event, for a sub-set of accepted
 and

 rejected
 events for of-

fline analysis.

7.2.2.1.4
C

lassification m
onitoring

In term
s of m

onitoring, classification is a very im
portant ou

tput of both LV
L

2 and
  EF process-

ing. It consists of a 128-bit bitm
ap w

hich record
s w

hich signatu
res in the trigger m

enu
 w

ere
passed

. H
istogram

s can be filled locally on the processors w
here the selection  is perform

ed
.

W
ith an accept rate of 1 kH

z for LV
L

2 and
 200 H

z for EF, and
 assum

ing a sam
p

ling rate of 0.1
H

z, a 1 byte d
epth is su

fficient for the histogram
s. For both LV

L
2 and E

F farm
s, the rate for the

transfer of the histogram
s is therefore 1.2 kbyte/

s.

7.2.2.2
P

h
ysics m

on
itorin

g

T
he m

ost sim
p

le app
roach to m

onitor the quality of the physics w
hich is sent to perm

anent stor-
age w

ill consist in m
easu

ring the rates for som
e physics channel. It m

ay be perform
ed

 easily in
the E

F. A
 part of the resu

lts of these m
onitoring operations could

 be app
end

ed
 to the event

bytestream
 for offline analysis. O

thers cou
ld

 be sent to the operator via the standard
 O

nline
Softw

are m
ed

ia for an online analysis. 

H
istogram

s of the rates for every item
 of the trigger m

enu as a fu
nction of tim

e should
 be re-

cord
ed, w

ith the relevant variables w
ith w

hich they m
u

st be correlated
 (e.g. the instantaneous

lum
inosity). Such histogram

s can give very quickly an evid
ence for m

alfunctioning, althou
gh

their interp
retation m

ay be quite tricky.
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W
ell-know

n physics channels could
 be m

onitored
 so that one could

 perm
anently com

p
are the

observed
 rates w

ith the expected ones. T
he list of su

ch channels shou
ld

 be established in collab-
oration w

ith the physics group
s.

Inform
ation com

ing from
 the execu

tion of reconstruction algorithm
s m

ay be of interest. O
ne

could m
onitor e.g. the nu

m
ber of tracks found

 in a given d
etector on a per event basis. T

here
again, a com

parison w
ith reference histogram

s m
ay be of great help to detect m

alfunctioning.
Inp

ut is required
 from

 offline reconstru
ction group

s.

7.2.2.3
O

peratio
nal m

o
n

ito
rin

g

E
verything related to the “system

” aspects, e.g. transportation of the events or event fragm
ents,

u
sage of com

puting resources, etc...

7.2.2.3.1
LV

L1 operational m
onitoring

T
he integrity and correct op

eration of the LV
L

1 trigger w
ill be m

onitored
 at both the hard

w
are

level by processes ru
nning in trigger crate C

PU
s and

 also by m
onitoring tasks in the E

vent Fil-
ter. 

T
he LV

L
1 trigger is the only place w

here every bunch crossing is processed
 and w

here a crud
e

p
icture of the real beam

 cond
itions can be found. For exam

p
le, the calorim

eter trigger fills histo-
gram

s, in hard
w

are, of the "level 0" rates and
 spectra of every trigger tow

er and
 can quickly

id
entify, and if necessary su

ppress, hot channels. H
ardw

are m
onitoring is also u

sed
 to check the

integrity of links betw
een the successive step

s in the trigger processor pipeline. 

A
t the E

vent Filter, m
onitoring tasks w

ill check for errors in the trigger processors at a low
er

rate than hard
w

are m
onitoring, but w

ith greater d
iagnostic pow

er. E
vent Filter tasks w

ill also
p

rod
uce various histogram

s of trigger rates, their correlation and
 history.

7.2.2.3.2
LV

L2 operational m
onitoring

T
he 

LV
L2 

selection 
softw

are 
runs 

as 
part 

of 
the 

D
ata 

C
ollection 

(D
C

) 
in 

the 
L

2P
U

[L
2M

onitM
R

S]. It w
ill therefore use the D

C
 infrastru

ctu
re and

 hence the m
onitoring tools fore-

seen for this system
. T

he follow
ing aspects, relevant of D

C
, w

ill be m
onitored

 :

•
trigger, data and error rates

•
C

P
U

 activity

•
queue occupancies (load balancing)

M
onitoring of the quality of the d

ata by LV
L

2 processors is not envisaged. Ind
eed

, the available
tim

e bu
dget is lim

ited
 becau

se of the necessity to release d
ata from

 the R
O

B
. M

onitoring a frac-
tion of the events in the L

2PU
 is not d

esirable since this w
ould

 introdu
ce large variations in

LV
L2 latencies as w

ell as possible points of w
eakness in the LV

L
2 system

. T
he necessary m

oni-
toring of the LV

L
2 quality shall therefore be d

elegated
 to the d

ow
nstream

 m
onitoring facilities,

i.e. the E
F (or online m

onitoring farm
) and

 the offline analysis. O
ne should

 how
ever d

iscu
ss

very carefully the op
portu

nity to fill in L
2PU

 som
e histogram

s, possibly read
 at the end

 of the
ru

n, so that a high statistics inform
ation is given, w

hich could
 not be reasonably be obtained by
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using forced
 accep

ted
 events on a p

re-sam
pled basis. The evaluation of the extra C

PU
 load for

such operations should
 be m

ad
e.

7.2.2.3.3
E

F
 operational m

onitoring

T
he m

onitoring of the d
ata flow

 in the E
vent Filter w

ill be p
rim

arily done d
irectly at the level of

the E
FD

 process. Specific EFD
 tasks, p

art of the m
ain data flow

, w
ill be in charge of produ

cing
relevant statistics in term

s of throu
ghput at the d

ifferent levels of the data flow
. T

hey have no
connection w

ith other processes external to E
FD

.. T
he d

etailed list of inform
ation of interest for

the end user has not yet be finalised
 and w

ill continue to evolve all along the lifetim
e of the ex-

perim
ent. 

A
m

ong the m
ost obvious p

aram
eters w

hich are going to be m
onitored

, one m
ight quote :

•
the num

ber of events entering the F
arm

•
the num

ber of events entering each sub-farm

•
the num

ber of events entering each processing host 

•
the num

ber of events entering each processing task

•
the num

ber of events selected by each processing task, as a function of the physics channels present in
the trigger m

enu

•
the sam

e statistics as above at the level of the processing host, the sub-farm
 and the F

arm

O
ther statistics m

ay be of interest su
ch as the size of the events, as a function of d

ifferent param
-

eters (the tim
e, the lum

inosity of the beam
, the p

hysics channel). A
s stated

 above, the id
entifica-

tion of these statistics w
ill be form

ulated
 m

ore precisely at a later stage of the d
evelopm

ent of
the experim

ent.

T
he results of the data flow

 m
onitoring w

ill be sent to the operator via stand
ard

 O
nline SW

 m
e-

d
ia (e.g. IS or H

istogram
 Service in the p

resent im
p

lem
entation).

7.2.2.3.4
P

E
S

A
 S

W
 operational m

onitoring

V
ery p

relim
inary ideas on m

onitoring in PE
SA

 SW
 have been presented d

uring the H
LT

 inte-
gration W

orkshop. A
 first list of p

aram
eters w

hich could be m
onitored

 for d
ebugging pu

rpose
and

 com
parison w

ith m
od

elling results has been given:

•
length of tim

e spent in each algorithm

•
frequency at w

hich each algorithm
 is called

•
num

ber of steps in the step sequencer before rejection

•
info and debug m

essages issued by the P
E

S
A

 S
W

Som
e of these p

oints cou
ld

 be also m
onitored

 all along the d
uration of norm

al d
ata taking.

H
ooks necessary for these profiling m

easurem
ents should

 be im
plem

ented
 d

irectly at the level
of the base class of the  G

A
U

D
I algorithm

. P
rofiling tools such as N

etL
ogger  for coarse m

eas-
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u
rem

ents and
 TA

U
  have alread

y been stud
ied in the context of LV

L
2 and

 their use at a larger
scale w

ill be consid
ered in P

E
SA

 SW
.

A
n O

nline E
vent D

isp
lay, w

ith the w
hole functionality of the offline version but w

orking w
ith

events sam
pled after the Event B

uilder, inclu
ding accepted

 as w
ell as rejected

 events, is consid-
ered as a very p

ow
erfu

l m
onitoring tool.

7.2.3
D

etector m
o

nitoring
 

T
he detector m

onitoring can be done at d
ifferent places of the D

ata Flow
 in the D

A
Q

 system
:

R
O

D
 C

rate, R
O

S, and
 SFI. M

oreover, ad
d

itional m
onitoring can be provided

 by the LV
L

2 trig-
ger and

 by the E
vent Filter du

e to the fact that these program
s w

ill d
ecod

e d
ata, com

pute tracks
and clusters, cou

nt relevant quantities for sim
p

le event statistics or to m
onitor the functioning

of the various trigger levels and their selection pow
er.

For sm
all test system

s a m
onitoring at the R

O
D

 C
rate level w

ould
 be used

. T
his has been

achieved
 alread

y d
uring the recent test beam

s u
sing the current version of the D

A
Q

-1 softw
are,

w
riting an event sam

pler at the R
O

D
 crate. T

he O
nline Softw

are Sam
p

ler is then u
sed

 to m
ake

these m
onitored events available to M

onitoring tasks im
plem

ented
 by the users. 

M
onitoring at the R

O
D

 crate w
ou

ld
 help in the exp

erim
ent to check the fu

nctioning of the read-
ou

t chain or to debug sp
ecific problem

s at this stage of the d
ata flow

. Som
e su

b-d
etectors w

ill
m

ake u
se of m

onitoring at this stage to m
onitor the possible add

itional tasks perform
ed at this

level as the fitting proced
ure to find the w

eights to be applied
 to the A

D
C

 sam
ples for the opti-

m
al filtering p

roced
u

re (e.g. LA
r and

 Tilecal). 

T
he m

onitoring at the R
O

S level w
ill be also required

 in exp
erim

ent for several u
ses. It w

ill be
requ

ired
 to m

onitor at the R
O

S level the events that are rejected
 by the LV

L
2 to m

onitor the cor-
rect functioning of the selection system

. M
oreover the m

onitoring at the R
O

S level w
ill be very

u
seful to get u

seful d
ata of a given su

b-d
etector. In effect, according to the p

resent detector rea-
d

out organisations, a R
O

S m
ay represent a significant p

art of a sub-d
etector and

 therefore m
on-

itoring at the R
O

S level m
ay give very usefu

l feedback on a high statistical basis. 

It is w
orthw

hile to stress the fact that m
onitoring at the level of SFI is different from

 that at the
level of E

F, the first one being m
uch m

ore general and
 therefore very usefu

l, the other one being
C

P
U

 consu
m

ing and obliging all d
etectors to have an E

F system
 w

hich is not presently the case.
To build m

eaningful Processing Tasks at the E
F level is not a triviality and

 in these C
P

U
 inten-

sive calcu
lations one cannot inclu

de m
onitoring at zero cost. 

T
he m

onitoring at the level of the SFI w
ill be need

ed in experim
ent. T

his is the first p
lace w

here
the com

p
lete assem

bled
 event is in the d

ataflow
 chain. A

n high statistic m
onitoring at this stage

can help in m
onitoring the fu

nctioning of the d
etector and to establish the first correlation be-

tw
een sub-d

etectors looking at sim
p

le quantities and w
ithou

t expensive calculations that can be
instead

 p
erform

ed
 at the E

F level. A
t the SFI level one cou

ld
 also think of im

p
lem

enting an
E

vent D
isplay that is an heavy task for the E

F tasks already bu
sy for the last level d

ecision.
M

oreover m
onitoring events at the SFI level w

ill help
 in understand

ing also the rejection of the
E

vent Filter. 

It is w
orthw

hile to stress the fact that m
onitoring at the level of SFI is different from

 that at the
level of E

F, the first one being m
uch m

ore general and
 therefore very usefu

l, the other one being
C

P
U

 consum
ing. 
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T
he m

onitoring at the level of the E
F is very prom

ising, but it requires a lot of effort on the soft-
w

are sid
e for the d

etectors experts for d
eveloping d

etector calibration and
 reconstruction tasks

that have to be fast enou
gh to cop

e w
ith the E

F latency. T
he sam

e program
s used for offline

tasks m
ay turn ou

t to slow
 d

ow
n the system

 p
ut a back pressu

re on the D
ata Flow

. This aspect
has to be further d

eveloped
 w

ith the latest m
easurem

ents.

M
ore input expected from

 M
onitoring W

orkshop

7.3
M

o
nito

rin
g d

estin
atio

ns and
 m

ean
s

W
here and

 how
 (w

hich tools) to p
erform

 m
onitoring operations

7.3.1
O

nlin
e S

oftw
are services

T
he O

nline Softw
are p

rovides a num
ber of services w

hich can be used
 as m

onitoring m
echa-

nism
 w

hich is ind
epend

ent of the m
ain d

ata flow
 stream

. T
he m

ain resp
onsibility of these serv-

ices is to transport the m
onitoring data requests from

 the m
onitoring destinations to the

m
onitoring sources and

 to transport the m
onitoring data back from

 the sources to the destina-
tions.

T
here are fou

r services provid
ed

 for a d
ifferent typ

es of the m
onitoring inform

ation:

•
E

vent M
onitorin

g Service - is responsible for transportation of physical events or event fragm
ents

sam
pled from

 w
ell-defined points in the data flow

 chain to the softw
are applications w

hich can analyse
them

 in order to m
onitor the state of the data acquisition and the quality of physics data of the experim

ent.

•
Inform

ation S
ervice - is responsible for exchange of user-defined inform

ation betw
een T

D
A

Q
 applica-

tions and aim
ed to be used for the operational m

onitoring. It can be used to m
onitor the status and various

statistics data of the T
D

A
Q

 sub-system
s and their hardw

are softw
are elem

ents;

•
H

istogram
m

in
g Service - is a specialisation of the Inform

ation Service w
ith the aim

 of transporting
histogram

s. It accept several com
m

only used histogram
 form

ats (lik3 R
O

O
T

 histogram
s for exam

ple) as
the type of inform

ation w
hich can be send from

 the m
onitoring sources to the destinations;

•
E

rror R
ep

orting Service - provides transportation of the error m
essages from

 the softw
are applications

w
hich detect these errors to the applications w

hich are responsible for their m
onitoring and handling.

E
ach service offers the m

ost appropriate and
 efficient fu

nctionality for a given m
onitoring d

ata
type and

 provid
es specific interfaces for both m

onitoring sources and
 destinations. 

7.3.2
M

on
ito

rin
g in th

e E
ven

t F
ilter

From
 the beginning of the d

esign of the EF, it has been foreseen to perform
 som

e m
onitoring ac-

tivities in it, in ad
d

ition to the ones related
 d

irectly to the operation. EF is indeed
 the first p

lace
in the d

ata taking chain w
here the fu

ll inform
ation abou

t the events is available. D
ecisions from

the previous levels of the trigger system
 can be checked

 from
 both accepted and rejected

 (on a
pre-scaled

 basis) events. Inform
ation com

ing from
 the reconstruction phase, w

hich generally re-
quires a large am

ount of C
P

U
 p

ow
er, can be rather easily re-used, lead

ing to large savings in
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term
s of com

pu
ting resou

rces. Finally, the fact that EF is part of the d
ata taking chain ensures

that pertinent inform
ation w

ill be m
ade available to the shift crew

 in the best tim
e d

elays.

M
onitoring in the Event Filter, or m

ore generally m
onitoring after the E

vent B
u

ild
er, can be per-

form
ed in d

ifferent p
laces : 

•
directly in the filtering tasks (w

hich raises the problem
 of the robustness of the m

onitoring code), 

•
in dedicated m

onitoring tasks running in the context of the E
vent F

ilter (then, one should think of pass-
ing the inform

ation gathered in the filtering task to take profit of the already used C
P

U
) 

•
or in a dedicated, independent sub-farm

. In that case, that is the D
ata C

ollection D
F

M
 w

hich takes care
of directing potentially interesting events (tagged at read-out, LV

L
1 or LV

L
2 levels). 

T
hose d

ifferent possibilities are not m
utually exclu

sive.

7.4
A

rchivin
g m

on
ito

rin
g d

ata

D
ata w

hich is prod
uced

 by m
onitoring activities shou

ld
 be archived by som

e bookkeeping serv-
ice so that it can be cross-checked

 offline w
ith m

ore d
etailed

 analysis. O
ne should

 also store (in
a d

ed
icated

 channel ?) events w
hose acceptation has been forced

 at any level of the selection
chain. T

hese events are necessary to evalu
ate precisely the acceptance of the trigger.

7.5
M

o
nitoring req

uirem
ents o

n n
etw

o
rks

M
onitoring m

atrix
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P
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8
D

ata-flow

8.1
(P

ossible introd
uction

)

8.2
D

etecto
r read

-ou
t an

d event fragm
en

t bu
fferin

g

8.2.1
R

ead-o
ut lin

k

E
ach su

b-d
etector read

s d
ata from

 the d
etector over Front-E

nd
 links and u

ses a R
O

D
 to m

u
lti-

p
lex the d

ata. E
ach of the sub-d

etectors has different requirem
ents (and

 d
ifferent d

esigners;-)
consequently the im

p
lem

entation of the R
O

D
 varies betw

een su
b-d

etectors. T
he gu

id
elines for

d
esigning the R

O
D

 are set out in the Trigger &
 D

A
Q

 Interfaces w
ith Front-E

nd
 System

s: R
e-

quirem
ent D

ocum
ent [8-1]. T

he purpose of the R
O

L
 is to connect the su

b-d
etectors to the T

D
A

Q
system

 and
 it is resp

onsible for transm
itting error-free d

ata from
 the ou

tpu
t of the R

O
D

 to the
inp

ut of the R
O

S, the first elem
ent in the T

D
A

Q
 chain.

T
he R

O
L

 requirem
ents have been stable since the H

igh-level Triggers, D
A

Q
 and D

C
S Technical

P
roposal T

P
 [8-2]:

•
32 bit d

ata at 40.08M
hz, (~160 M

B
yte/

s)

•
A

 control bit to id
entify the start and

 end
 of an event

•
X

on/X
off flow

 control

•
E

rror d
etection, error rate <

 10
-12

•
A

 m
axim

um
 length of 300m

 for the fibre version, 25m
 for the electrical version.

To ensu
re hom

ogeny, the outpu
t of the R

O
D

 is d
efined

 by the S-L
IN

K
 specification [8-3]. In ad-

d
ition, T

he raw
 event form

at [8-4] defines the ord
er and

 content of the inform
ation transm

itted
from

 the R
O

D
. A

t the other end
 of the R

O
L

, the R
O

S inpu
ts are id

entical for all su
b-detectors

and also conform
 to the S-LIN

K
 stand

ard
.

T
he S-L

IN
K

 specification has been stable since 1996. It is used in C
O

M
PA

SS and
 in other LH

C
experim

ents, e.g. C
M

S. S-LIN
K

 is an interface d
efinition; it only d

efines protocols and
 recom

-
m

end
s connector pin-out. A

s show
n in Figure

8-1, the R
O

D
 end

 of the R
O

L
 is called

 the Link
Sou

rce C
ard (L

SC
) and

 the R
O

S end
 the Link D

estination C
ard

 (L
D

C
). T

hey are connected by
optical fibres or cop

per cables. E
vent data flow

s from
 the L

SC
 to the LD

C
 on the forw

ard chan-
nel. Flow

 control inform
ation, i.e. the R

O
S can stop

 the R
O

D
 send

ing d
ata if it's inpu

t bu
ffers

are alm
ost full, flow

s from
 the L

D
C

 to the L
SC

 on the retu
rn channel.

T
he D

IG
 - R

O
D

 W
orking G

rou
p have also recom

m
ended

 that the LSC
 be placed

 on a m
ezzanine

card
 to facilitate supp

ort and
 up

grad
eability [8-5]. T

he form
 factor of these m

ezzanine card
s is

based
 on the C

M
C

 [8-6] stand
ard

.

T
he L

SC
 plugs onto the S-LIN

K
 connector on the R

O
D

 (or its associated
 rear transition card).

For the forw
ard

 channel, a Field-program
m

able gate array (FPG
A

) handles the protocol and de-
livers w

ord
s to a serial/d

eserialiser (SE
R

D
ES) chip w

hich p
erform

s parallel-to-serial d
ata con-
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version and
 encod

ing. T
he ou

tpu
t of the SE

R
D

E
S d

rives an op
tical transceiver that in tu

rn feed
s

the optical fibre. The op
eration of the receiving card

, the L
D

C
, is a m

irror im
age of the L

SC
. In

fact the cu
rrent LSC

 and
 L

D
C

 are p
hysically the sam

e card w
ith d

ifferent program
s in the FP-

G
A

.

V
ariou

s prototyp
e im

p
lem

entations of the R
O

L
 have been bu

ilt to prove the concep
t and m

eas-
ure the perform

ance. T
he previous version of the R

O
L

, the O
D

IN
, u

sed
 a physical layer that

w
as based

 on the H
ew

lett Packard
 G

-L
IN

K
s (H

D
M

P
-1032/1034). T

hey have also been u
sed

 su
c-

cessfully in A
T

LA
S test-beam

s and
 eighty of these R

O
L

s are being u
sed

 in the C
O

M
PA

SS exper-
im

ent. H
ow

ever, the m
axim

u
m

 bandw
idth is lim

ited by the G
-L

IN
K

 at 128 M
B

yte/
s. Follow

ing
the second

 R
O

D
 w

orkshop, the requirem
ents of the R

O
L

 w
ere increased to 160M

B
yte/

s and
 a

second
 version of this link w

as d
esigned

 w
hich used

 tw
o G

-L
IN

K
s chips per channel. U

nfortu-
nately, this raised

 the cost as tw
o pairs of fibres and

 associated connectors w
ere required

.

A
nother recom

m
endation of the R

O
D

 W
orking G

roup w
as to build a R

O
L

 that w
ould

 use only
one pair of fibres. T

his has been achieved
 by using 2.5 G

bit/s com
ponents in the current d

esign,
the H

igh-speed O
ptical Link for A

T
L

A
S (H

O
L

A
) [8-7]. In this im

p
lem

entation a sm
all FPG

A
,

the EP
20K

30E
 A

PE
X

 20K
, handles the S-LIN

K
 p

rotocol. T
he SE

R
D

E
S chip

 is a Texas Instru-
m

ents T
L

K
2501 running at 2.5 G

bit/
s for both for the forw

ard and
 for the return channel (one

per card
). For the optical transceiver, the Sm

all Form
 Factor P

luggable (SFP) M
ultim

ode 850 nm
2.5 G

bit/s w
ith L

C
 C

onnectors is recom
m

end
ed

, e.g. the Infineon V
23818-N

305-B
57. T

he use of
pluggable com

ponents allow
s the optical com

p
onents to be changed in case of failure.

Test equ
ip

m
ent has been d

eveloped
 for the R

O
D

/
R

O
L

/
R

O
S. T

his inclu
des an em

u
lator that

can be p
laced on the R

O
D

 to check that the R
O

D
 conform

s to the S-L
IN

K
 specification. Sim

ilar-
ly, an em

ulator exists that can be placed
 on a R

O
S to em

ulate a R
O

L
 connection. T

he em
ulators

allow
 R

O
D

, R
O

L
 and

 R
O

S d
esigns to be tested

 at full band
w

id
th and

 errors to be introd
uced in

a controlled m
anner. T

he H
O

L
A

 w
as prod

u
ced

 and
 tested

 in 2002 and
 satisfies all requ

irem
ents

of the R
O

L.

In add
ition, for the purposes of exploitation in laboratory test set-up

s and
 in test-beam

s, i.e. fu
r-

ther testing, card
s exist w

hich allow
 the R

O
L

 to be interfaced to the PC
I Bu

s in a PC
. Perform

-
ance m

easurem
ents of this interface [8-8] have show

n that d
ata can be transferred

 into a P
C

 at

F
ig

u
re

8-1  T
he relationship betw

een the S
-LIN

K
 and the R

O
L.
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160 M
B

yte/
s using a single R

O
L inp

ut. M
od

ifications to the firm
w

are have allow
ed

 the em
u

la-
tion of an interface w

ith fou
r R

O
L

 inputs. M
easu

rem
ents u

sing this em
u

lator have d
em

onstrat-
ed

 a band
w

id
th of 450 M

Byte/s into a P
C

. T
he next version of the interface, the FIL

A
R

, w
ill

have four R
O

L
s on-board

 and
 should

 be read
y for the A

p
ril 2003 test-beam

.

T
he purchase of the cards, in sm

all quantities, is hand
led by the C

E
R

N
 stores. For qu

antities re-
quired

 for A
T

L
A

S a tend
ering process w

ill be initiated in 2003 thus ensuring the availability of
larger quantities d

uring 2004. T
he produ

ction sched
ule w

ill be ad
apted

 to the requirem
ents of

the sub-d
etectors w

ho have been asked
 by the D

IG
 to provid

e estim
ates of quantities for the

years up to the start of the L
H

C
. M

aintenance and short-term
 loans of equipm

ent w
ill probably

be hand
led by EP

/E
SS.

8.2.2
R

ead-o
ut su

b
system

8.2.2.1
H

ig
h L

evel D
esig

n

T
he R

O
S has three m

ajor com
p

onents: the R
obIn, the IO

M
anager and

 the L
ocalC

ontroller.
Figure

8-2 show
s the relationship betw

een the three R
O

S com
ponents and any other relevant

T
D

A
Q

 com
ponent. A

 com
plete high level design of the R

O
S can be found in [8-10], only a

sum
m

ary is presented here.

T
he R

obIn com
ponent provid

es the tem
p

orary bu
ffering of the ind

ividu
al d

ata fragm
ents pro-

d
uced by the R

O
D

s. A
ll incom

ing R
O

D
 event fragm

ents are buffered
 for the du

ration of the
LV

L2 trigger decision tim
e. It thus need

s to receive and bu
ffer incom

ing R
O

D
 event fragm

ents
at the fu

ll LV
L

1 trigger rate. T
he R

O
D

 event fragm
ents are bu

ffered T
he d

ate In ad
dition, also

send
s on request the accepted R

O
D

 event fragm
ents.

D
u

e to these very d
em

and
ing requirem

ents the baseline R
obIn is d

esigned
 and

 im
plem

ented
 as

a custom
 hard

w
are m

odu
le. Section

8.2.2.2 d
escribes the high level design of the R

obIn com
po-

nent and the results of m
easu

rem
ents obtained

 w
ith a p

rototype R
obIn.

F
igu

re
8-2  M

ain R
O

S
 com

ponents and their relationship w
ith the other T

D
A

Q
 com

ponents.
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T
he m

ain function of the IO
M

anager is the servicing of requests for d
ata by the H

igh Level Trig-
gers. A

ccord
ing to the criteria sp

ecified
 in the d

ata request, the IO
M

anager collects R
O

B
 frag-

m
ents from

 one or m
ore R

obIns and build
s a R

O
S Fragm

ent. T
his fragm

ent is then sent to a
d

estination specified in the original request. It also receives from
 the H

igh L
evel Triggers the re-

quest to release buffer sp
ace occupied

 by R
O

D
 event fragm

ents. T
hese event fragm

ents have ei-
ther been rejected

 by the LV
L2 trigger or successfully built by the Event B

uilding. So as to
m

axim
ise the overall perform

ance of the R
O

S, the d
esign of the IO

M
anager allow

s a num
ber of

d
ata requests and

 releases to be handled
 concurrently that is to say, it overlap

s I/O
 op

erations
w

ith the processing of requ
ests.

In the baseline T
D

A
Q

 im
plem

entation the IO
M

anager units are im
p

lem
ented as m

ultithread
ed

softw
are processes.

T
he L

ocalC
ontroller also provides a single interface point betw

een the R
O

S and the O
nline soft-

w
are (configuration d

atabase, ru
n control, m

essage reporting, m
onitoring and process control).

In particu
lar the L

ocalC
ontroller is responsible for retrieving the relevant inform

ation from
 the

configu
ration d

atabase and
 send

ing it to the IO
M

anager com
p

onent. T
he IO

M
anager also p

ro-
vid

es for the configu
ration, control and

 operational m
onitoring of its associated R

obIns.

A
s the IO

M
anager and the R

obIn com
ponents, the L

ocalC
ontroller are organized in specific

units, each of w
hich is connected

 to one or m
ore IO

M
anager units. In the T

D
A

Q
 baseline im

ple-
m

entation the L
ocalC

ontroller is im
plem

ented
 as a m

ultithreaded
 softw

are processes.

In one of the p
ossible future R

O
S d

eploym
ent scenarios there w

ould not be any IO
M

anager
com

ponent and all the R
obIn units w

ould
 be d

irectly visible outsid
e of the R

O
S system

. In su
ch

a scenario all the control, m
onitoring, error hand

ling fu
nctionalities provid

ed by the IO
M

anager
w

ill have to be p
rovid

ed
 by the other com

ponents or su
b-system

s, i.e. L
ocalC

ontroller and
 D

a-
taC

ollection. N
o data m

ultiplexing w
ill be p

rovided
 at the level of the R

O
S, and

 the different
system

s w
ill alw

ays have to send
 d

ata requ
ests to the individu

al R
obIn u

nits and
 hand

le the in-
d

ivid
ual R

O
B

 Fragm
ents com

ing back from
 all of them

.

8.2.2.2
D

esign
 of th

e R
O

B
IN

T
he R

obIn is located at the bound
ary betw

een the d
etectors and

 the R
O

S. It receives R
O

D
 event

fragm
ents from

 a num
ber of R

O
L

s. Its basic functionality can be d
escribed by the follow

ing fou
r

tasks:

•
R

eceive R
O

D
 event fragm

ents from
 the R

O
L

•
B

uffer R
O

D
 event fragm

ents

•
Send R

O
D

 event fragm
ents, on request, to the H

igh L
evel Triggers

•
R

elease R
O

D
 event fragm

ents, on request, from
 the bu

ffer.

Figu
re

8-3 show
s the context of the R

obIn.

T
he baseline R

obIn takes into account the exp
erience and

 results of stud
ies from

 previous p
ro-

totyping stud
ies [8-12], [8-13] and the requirem

ents on it are docum
ented

 in the R
O

S-U
R

D
 [8-9].

T
he final d

esign of the R
obIn w

ill based on the final prototype w
hose com

plete d
esign is docu-
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m
ented in a set of d

ocu
m

ents [8-14], [8-15] and
 [8-16]. H

ere only a su
m

m
ary d

escription is giv-
en.

A
ndreas: I intend to om

it all the details of the function description w
hich can be taken from

 H
LD

D
 and

D
LD

D
. 

E
ditor: A

 reduced description needs to be given here.

A
ndreas: Should w

e elaborate on the issues of changing the R
O

L to G
E

, m
ultiplexing etc?

E
ditor: W

hat w
e finally put here should reflect the baseline choice, not an either or.

R
eferring to Figure

8-4, the prim
ary functions of the R

obIn (receive, buffer, send
 and release) are

m
apped

 onto a sm
all nu

m
ber of specialised

 build
ing blocks: R

O
L

-IF - C
O

R
E

 - M
EM

 - T
D

A
Q

-IF.
It su

pports tw
o R

O
L

s, the d
ata from

 w
hich are buffered

 in separate buffers. A
ll functionality re-

lated
 to the receiving of R

O
D

 fragm
ents from

 the R
O

L
s are realised

 in an FPG
A

, the C
PU

 han-
d

les the issues related to m
anagem

ent and
 m

onitoring.

T
he TD

A
Q

-interface block im
plem

ents tw
o interfaces, a P

C
I bus and

 a netw
ork interface, allow

-
ing variou

s D
ataFlow

 architecture op
tions to be stud

ied. T
he design of the final R

obIn can be re-
alised

 by rem
oving (and

 not by add
ing) functionality, i.e. the P

C
I bus or netw

ork interface.

T
he Softw

are Interface [8-16] to the p
rototype R

obIn is generic enough to allow
 the R

obIn to be
stud

ied
 in all D

ataFlow
 architectural options. T

he sam
e basic services and

 m
essages are u

sed
 in

all cases, and
 functionality p

articu
larly requ

ired
 for e.g. the netw

ork is encap
su

lated
 in ap

pro-
p

riate m
odu

les. T
he softw

are interface com
prises m

ainly the d
efinition of a set of services pro-

vided
 by the R

obIn and
 the m

essages to requ
est these services and

 to transfer the responses.

F
igu

re
8-3  C

ontext of the R
obIn.
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F
ig

u
re

8-4  B
asic F

unctional D
iagram

.
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T
he R

O
S L

ocalC
ontroller, via the IO

M
anager, perform

s the configuration and
 control of the

R
obIn via the TD

A
Q

-interface block.

A
ndreas: Should w

e add m
ore inform

ation about the production status?

E
ditor: It w

ill be out of date at the tim
e of print.

8.2.2.3
Im

p
lem

en
tatio

n an
d

 p
erform

an
ce

T
he baseline d

ep
loym

ent of the R
O

S is show
n in Figure

8-5.

B
enedetto: for now

 I put the bus based R
O

S but this m
ay change!!!!

It is d
eployed

 on tw
o nodes: a R

O
S P

C
 and a R

obIn m
od

u
le. The form

er is a d
esktop PC

 ru
n-

ning the L
inux operating system

 and
 has at least one Ethernet connection for the p

urp
ose of

com
m

unication w
ith the O

nline system
. In add

ition, it has at least fou
r 64 bit / 33 M

H
z and

 3.3
V

 P
C

I slots. T
hese slots are used to host the R

obIn m
odu

les. E
ach R

obIn node has tw
o SL

IN
K

inp
ut connections. T

he IO
M

anager via the D
C

 M
essage P

assing interface receives d
ata requ

ests
and release m

essages, and
 returns R

O
S event fragm

ents to the H
igh L

evel Trigger com
ponents.

T
hese com

m
unications occur via Ethernet.

Figure
8-6 show

s an alternative w
ay of d

eploying the sam
e R

O
S com

ponents. In this case the
R

obIn d
evices are now

 im
p

lem
ented on d

ed
icated

 board
s, e.g. V

M
E

bu
s 9U

, and
 the connection

w
ith the R

O
S PC

s is m
ad

e through an Ethernet sw
itch. T

he figure also show
s that in this scenar-

io the LV
L

2 trigger requests d
ata fragm

ents directly from
 the R

obIn m
od

ules, w
ithou

t passing
throu

gh
 the IO

M
an

ager p
rocess.

E
xtensive m

easurem
ent have been m

ad
e on the perform

ances of the R
O

S for the dep
loym

ent
scenarios previously d

escribed
, bus-based

 and sw
itch-based

, here only the m
ain results are pre-

sented
, the com

plete set of results can be found in [8-20].

F
igu

re
8-5  B

aseline deploym
ent of the R

O
S

.
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Figu
re

8-7 show
s the setup for the bus-based

 testbed
. In this testbed

 an IO
M

anager and a L
ocal-

C
ontroller p

rocess w
ere dep

loyed
 on a stand

ard
 2 G

H
z X

eon PC
 w

ith a single processor and
 a

66 M
H

z /
 64B

ytes P
C

I bus, ru
nning R

ed
H

at L
inu

x 7.3.

A
s the final p

rototype R
obIns w

ere unavailable at the tim
e of these m

easurem
ents, I/

O
 w

ith a
R

obIn w
as em

ulated u
sing a nu

m
ber of R

A
C

E
 board

s [8-19] w
hich have the sam

e p
hysical P

C
I

bu
s interface as the final prototype R

obIn, and
 thus provid

e a very accu
rate em

ulation of the fi-
nal d

evices. T
he R

A
C

E board
s w

ere not connected
 to any external d

ata sou
rce and

 w
ere p

ro-
gram

m
ed to generate R

O
B

 Fragm
en

ts on dem
and

.

T
he testbed

 has been ru
n both in a standalone configuration, w

here the IO
M

anager w
as gener-

ating triggers internally and
 the prod

uced
 R

O
S Fragm

ents w
here sent now

here, and
 in a config-

F
ig

u
re

8-6  A
lternative R

O
S

 deploym
ent scenario.

F
ig

u
re

8-7  S
etup of the testbed for studying the bus-based R

O
S

 system
.
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u
ration w

here the IO
M

anager w
as receiving real d

ata request m
essages from

 the netw
ork and

send
ing back the R

O
S Fragm

ents to the requ
ester process.

Figures
8-8 and Figures

8-9 show
 the m

axim
um

 LV
L

1 rate that an IO
M

anager w
as able to su

s-
tain for d

ifferent fractions of LV
L

2 and
 E

vent B
u

ild
ing requests and

 for d
ifferent nu

m
ber of

R
A

C
E board

s connected
 to it. A

s w
e had only 6 R

A
C

E
 boards available, w

e d
eveloped

 a soft-
w

are sim
u

lation of the R
obIn to allow

 the test of the IO
M

anager p
erform

ances w
ith larger nu

m
-

bers of connected
 R

obIn m
od

ules

T
he “softw

are em
ulation” probably needs to be elaborated.

..F
igu

re
8-8  M

axim
um

 sustainable LV
L1 rate for different fractions of LV

L2 and E
vent B

uilding requests, for a
standalone bus-based R

O
S

 connected to a different num
ber of R

obIn m
odules.

F
igu

re
8-9  M

axim
um

 sustainable LV
L1 rate for different fractions of LV

L2 and E
vent B

uilding requests, for a
standalone bus-based R

O
S

 w
ith real I/O

 to other D
ataF

low
 com

ponents.
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Figu
res

8-10 show
s how

 the sim
ulation reprod

uces the m
easu

red
 resu

lts for up
 to 6 R

obIn m
od

-
ules and

 the resu
lts that one obtains for a larger nu

m
ber of R

obIns.

T
he system

 is thu
s show

n to fu
lfil the requirem

ents for the final A
T

L
A

S for u
p to X

X
X

X
 P

C
I

R
obIn m

od
ules connected

 to a sam
e IO

M
anager.

Figu
res

8-11 show
s the setup

 for the sw
itched

-based
 testbed

. T
he IO

M
anager and a L

ocalC
on-

troller process w
ere d

eployed
 on a stand

ard
 PC

 and
 the R

obIns w
ere em

ulated
 w

ith a nu
m

ber
of FP

G
A

 em
ulators [8-21] that w

ere program
m

ed
 to receive d

ata requests over the netw
ork

w
ith the sam

e m
essage passing interface as the final R

obIn p
rototype and

 to generate R
O

B
Fragm

ents on d
em

and. Sim
ilarly to the tests perform

ed on the bus-based R
O

S, this testbed
 has

been operated both in a standalone configu
ration, w

here the IO
M

anager w
as generating trig-

gers internally and
 the produ

ced
 R

O
S Fragm

ents w
here sent now

here, and
 in a configuration

w
here the IO

M
anager w

as receiving real d
ata request m

essages from
 the netw

ork and send
ing

back the R
O

S Fragm
ents to the requester p

rocess.

Figu
re

8-12 and
 Figure

8-13 show
 the m

axim
um

 LV
L

1 rate that the system
 w

as able to su
stain

for d
ifferent fractions of LV

L
2 and

 E
vent B

uild
ing requests and

 d
ifferent nu

m
ber of connected

R
obIn sou

rces. A
lso in this configuration the system

 is show
n to fu

lfil the requirem
ents for the

final A
T

L
A

S, see SO
M

E SE
C

T
IO

N
 IN

 PA
R

T
 1..

8.2.2.4
p

R
O

S

M
ain description here. Short addition in C

hapter
9, "H

igh-level trigger". 

8.2.3
R

O
D

 crate d
ata acq

uisitio
n

T
he R

O
D

 is a sub-d
etector specific front-end

 elem
ent. It is located

, in the event d
ata flow

, after
the first level of on-line event selection, betw

een the Front-end
 Electronics (FE

) and
 the R

O
S.

T
he R

O
D

 receives d
ata from

 one or m
ore Front-end

 L
inks (FE

Ls) and
 send

s d
ata over the R

O
L

F
ig

u
re

8-10  M
axim

um
 sustainable LV

L1 rate for different fractions of LV
L2 and E

vent B
uilding requests. for a

standalone bus-based R
O

S
 w

ith sim
ulated P

C
I R

obIn input.
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to the R
O

B
. The R

O
D

 System
 covers all R

O
D

s and
 other functional elem

ents at the sam
e hierar-

chical level in the event d
ata flow

 betw
een the FE and the R

O
S. T

hose elem
ents are grou

ped
 in

crates. T
he crates contain R

O
D

 C
rate M

od
ules (R

C
M

s) w
hich can be: R

O
D

s, m
od

ules other than
R

O
D

s, e.g. for control of the FE
, for p

rocessing event data u
pstream

 of the R
O

D
s or for d

riving a
T

T
C

 p
artition, as w

ell as not fu
lly fu

nctional R
O

D
 prototyp

es in laboratory setup
s or at test

beam
, and one or m

ore R
O

D
 C

rate P
rocessors (R

C
P

s). E
ach R

O
D

 C
rate is connected

 to one or
m

ore R
O

D
 C

rate W
orkstations (R

C
W

s).

T
he sub-d

etectors need com
m

on D
A

Q
 functionality at the level of the R

O
D

 C
rate for single or

m
ultiple R

O
D

 C
rates in laboratory setu

ps, at assem
bly of d

etectors, at test beam
, and at the ex-

p
erim

ent d
uring com

m
issioning and

 p
rod

uction. R
O

D
 C

rate D
A

Q
 [8-17] is p

art of the T
D

A
Q

system
. It com

prises all softw
are to operate one or m

ore R
O

D
 C

rates and runs inside the R
O

D

F
igu

re
8-11  S

etup of the testbed for studying the sw
itched-based R

O
S

 system
.

F
igu

re
8-12  M

axim
um

 sustainable L1 rate for different fractions of L2 and E
B

 requests, for a standalone net-
w

ork-based R
O

S
 connected to a different num

ber of R
obIn m

odules.
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C
rate as w

ell as on the R
C

W
s. It p

rovides the functionality for configuration and control, R
O

D
em

ulation, m
onitoring, calibration at the level of the R

O
D

 C
rate, and

 event bu
ild

ing across m
ul-

tiple R
O

D
 C

rates.

8.2.3.1
H

ig
h L

evel d
esig

n

T
he R

O
D

 C
rate configu

ration describes all necessary d
ata requ

ired
 to fu

lly configure all m
od

-
ules of the R

O
D

 C
rate and

 the R
C

W
(s). A

ll R
O

D
 C

rate configuration data are stored
 in one or

m
ore databases w

ith the configuration d
atabase of the O

nline Softw
are being the d

riving one.
Several d

ifferent R
O

D
 C

rate configurations are stored
 in the d

atabase(s) concu
rrently. A

t initial-
isation of a run, one configuration is selected and load

ed.

T
he R

O
D

 C
rate control takes all necessary actions required

 to fu
lly control all m

od
u

les of the
R

O
D

 C
rate and the R

C
W

(s). It is based
 on the ru

n control of the O
nline system

 and im
plem

ent-
ed

 as a tree of ru
n controllers, one p

er R
O

D
 C

rate and
 others on the R

C
W

(s) as necessary. T
he

R
O

D
 C

rate controller (R
C

C
) d

rives all R
C

M
s of the R

O
D

 C
rate into w

ell-know
n states and

 in-
vestigates their status. It m

ay require interaction w
ith the T

T
C

 system
 and

/
or D

C
S.

T
he prim

ary event d
ata flow

 of the R
O

D
 C

rate transports event d
ata from

 the FE
 over the FE

L
,

the R
O

D
 and the R

O
L to the R

O
S. T

he second
ary event d

ata flow
 of the R

O
D

 C
rate transp

orts
sam

pled
 event d

ata from
 the R

O
D

s over V
M

Ebus, op
tional R

O
D

 C
rate d

ata collection, op
tional

R
O

D
 C

rate event bu
ild

ing, and R
O

L
 to the R

O
S, or optionally to data storage for record

ing.
R

O
D

 C
rate D

A
Q

 provid
es collection of sam

pled
 event d

ata from
 m

ultiple R
O

D
s in the sam

e
R

O
D

 C
rate and

 building of sam
p

led
 event d

ata from
 m

ultiple R
O

D
 C

rates.

Som
e R

O
D

 prototypes are not fu
lly fu

nctional R
O

D
s and

 som
e are non-R

O
D

 m
od

ules, in par-
ticu

lar at test beam
, have to be read

 out at the sam
e hierarchical level in the event data flow

 as a
R

O
D

. R
O

D
 em

ulation provid
es the m

issing functionality. R
O

D
 em

ulation m
ay be based on the

p
rim

ary or on the secondary event d
ata flow

. In both cases, an R
C

P is requ
ired

.

F
ig

u
re

8-13  M
axim

um
 sustainable L1 rate for different fractions of L2 and E

B
 requests, for a netw

ork-based
R

O
S

 w
ith real D

C
 I/O

.
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M
onitoring is another basic fu

nction of the R
O

D
 C

rate D
A

Q
. D

ifferent types of m
onitoring have

to be distingu
ished

 d
epend

ing on the different types of m
onitoring d

ata they are collecting.
E

vent d
ata m

onitoring provid
es event d

ata com
ing from

 the secondary d
ata flow

. Scaler and
histogram

 m
onitoring provid

es scaler and
 histogram

s d
erived

 from
 event data. O

perational
m

onitoring read
s op

erational values not d
irectly derived

 from
 event data.

R
O

D
 C

rate calibration provid
es sub-d

etector calibration at the level of the R
O

D
 C

rate. It reads
all event data from

 the second
ary event d

ata flow
, processes them

 and
 calculates calibration da-

ta. T
he calibration d

ata are w
ritten to d

ata storage for record
ing or to the calibration d

atabase. 

R
O

D
 C

rate event bu
ild

ing is achieved
 by event bu

ild
ing sources, one for each R

O
D

 C
rate w

hich
p

articipates in the event bu
ild

ing, and
 one event build

ing d
estination. A

n event building source
is an ou

tput of a R
O

D
 em

ulation, m
onitoring or calibration activity. It send

s all event data of the
secondary event d

ata flow
 over Local A

rea N
etw

ork (LA
N

) to the event build
ing d

estination.
T

he event building d
estination is the inpu

t of a d
ed

icated
 R

O
D

 em
ulation, m

onitoring or cali-
bration activity and

 u
sually runs on the R

C
W

.

T
he basic fu

nctions of R
O

D
 C

rate D
A

Q
 can be com

bined
 to p

rovid
e high-level fu

nctionality for
p

hysics and calibration ru
ns. T

hey can also be used
 in different setu

ps for physics data taking,
R

O
D

 em
u

lation, event building from
 m

ultiple R
O

D
 crates, and

 sm
all laboratory setu

ps.

T
he fram

ew
ork of R

O
D

 C
rate D

A
Q

 is organized
 into four layers: hard

w
are, op

erating system
,

low
-level services, and

 high-level tasks. A
 call for tend

er for the hard
w

are of the R
C

P is und
er

w
ay. It is assum

ed that PC
s w

ill be u
sed

 for the hard
w

are of the R
C

W
s. L

inux is the first choice
of operating system

. LynxO
S w

ill be u
sed

 for the R
C

Ps in case real-tim
e p

erform
ance is re-

quired
. T

he low
-level services, like libraries and d

rivers, are organized
 into three different lay-

ers for hard
w

are access, high-level task sup
p

ort and
 su

p
p

ort for the O
nline Softw

are.

A
 R

O
D

 C
rate D

A
Q

 task is a high-level task for R
O

D
 C

rate controller, R
O

D
 em

ulation, m
onitor-

ing, calibration or event building. R
O

D
 C

rate D
A

Q
 tasks are p

rovided
 as skeletons m

ad
e of ge-

neric functions w
hich m

ay be extend
ed

 by the sub-detector grou
ps. Som

e stand
ard

 functions
are provided

, e.g. for event bu
ild

ing, w
hich probably d

o not require extension.

T
he generic functions of the R

O
D

 C
rate d

ataflow
 task are: the “inpu

t function” w
hich reads

d
ata from

 FE
L

, R
C

M
 or L

A
N

, the “processing function” w
hich p

rocesses and
 selects d

ata, the
“output function” w

hich sends data over the R
O

L
 or L

A
N

, or to d
ata storage, the “control func-

tion” w
hich com

m
u

nicates w
ith the R

O
D

 C
rate controller, and

 the “m
onitoring/histogram

-
m

ing fun
ction” w

hich com
m

unicates w
ith the m

on
itoring/

histogram
m

in
g of the O

nlin
e

Softw
are. T

he specific tasks for R
O

D
 em

ulation, m
onitoring, calibration or event building are

d
istinguished

 by the im
plem

entation of their ind
ividu

al functions

8.2.3.2
Im

p
lem

en
tatio

n

R
O

D
 C

rate D
A

Q
 re-u

ses existing softw
are w

here possible. T
he O

nline Softw
are is used

 as is,
w

ith som
e adaptation to su

b-d
etector specific needs, in p

articu
lar, for configuration. T

he R
O

D
C

rate controller is ad
apted

 from
 the controller d

evelop
ed for the R

O
S. T

he R
O

S softw
are is also

u
sed

 to provide skeletons for the different tasks of R
O

D
 em

ulation, m
onitoring, calibration and

event building.

T
he initial softw

are d
evelop

m
ent involves several real u

sers and
 R

O
D

 C
rates containing R

O
D

p
rototypes as w

ell as fu
lly functional R

O
D

s. The w
orkp

lan [8-18] allow
s for a first distribu

tion
of R

O
D

 C
rate D

A
Q

 to be available by Ju
ne 2003.
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8.3
B

ou
ndary and

 interface to
 th

e level 1 trigg
er

B
ecause A

T
LA

S d
epends on d

ata collection gu
id

ed
 by R

oIs the level 2 system
 need

s inform
a-

tion from
 the level 1 trigger decision. T

his inform
ation includ

es both the triggers w
hich passed

and
 the details of w

here, in eta and phi, the trigger p
rim

itives that cau
sed

 the accept cam
e from

.
T

his requires inform
ation internal to the level 1 system

 to be passed
 on to the H

LT. C
ollecting

this inform
ation and

 passing it on to the H
LT

 is the responsibility of the R
oIB

.

Figu
re

8-14 show
s the R

oIB
 and

 its connections to the level 1 system
. Since the level 1 accept rate

is fairly high as an input transaction rate for a single processor, the R
oIB

 is d
esigned

 to sp
read

the level 1 events over a sm
all farm

 of processors w
hich are referred

 to as supervisor processors.
T

he sup
ervisor processors receive a single S-link record containing the sum

m
ary inform

ation
for each event from

 the R
oIB. Since the R

oIB
 sends com

plete record
s to several sup

ervisor proc-
essors no single p

rocessor has to d
eal w

ith a full level 1 rate. T
he supervisors p

ass the level 1
d

ata on to the level 2 processor that w
ill m

ake a d
ecision on the event. T

he supervisors are re-
sponsible for a ru

dim
entary form

 of load levelling. They are aw
are of the disposition of events

that they send
 to level 2 processors and

 need to m
ake sure that events are d

ealt w
ith in a tim

ely
w

ay. T
hey also need to be assu

red
 that no single p

rocessor is overloaded
 w

ith p
end

ing events.
T

he operation of the su
pervisors is d

escribed
 in the Section

9.2.3.

F
ig

u
re

8-14  [reb001v000_lvl1lvl2.eps]
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8.3.1
D

escrip
tio

n

T
his sub section should be a sum

m
ary of w

hat is detailed in [8-27].

A
 block d

iagram
 show

ing the level 1 system
 and

 its interconnection w
ith the R

oIB
 is show

n in
Figure

8-15. E
ach link from

 the level 1 system
 is an ind

ependent S-link inp
ut that sends a com

-
p

act d
escription of the event for that com

p
onent. E

ach link is lim
ited to sixty three 32 bit w

ords
or less per event. The various pieces of an event (referred

 to as fragm
ents) w

ill all arrive at the
R

oIB
 w

ithin one m
illisecond

 of each other. T
he R

oIB
 w

ill assem
ble the event d

ata and
 send

 it to
a sup

ervisor processor w
hich w

ill then initiate the level 2 processing by passing a record
 to a

level 2 processor w
hich inclu

des the p
ertinent level 1 R

oI data.

8.3.2
R

eg
ion

 o
f in

terest bu
ilder

T
here is overlap w

ith C
hapter

9, "H
igh-level trigger" on this com

ponent and only one chapter should de-
scribe it in detail w

ith the other just m
entioning the specifics for that chapter.

T
he R

oIB
 is a V

M
E

 based
 system

 w
hich uses FPG

A
s to com

bine the level 1 fragm
ents into a sin-

gle record
. It is com

posed
 of tw

o parts. A
 p

air of card
s bu

ffer the level 1 input and d
irect frag-

m
ents to card

s w
hich assem

ble ind
ivid

ual events. Tw
elve inp

uts are consid
ered

 ad
equate. T

his
w

ill inclu
de both the level 1 fragm

ents and an ind
epend

ent TT
C

 inp
ut to assu

re consistency be-
tw

een level 2 and the read
-out system

. T
he inp

ut cards w
ill com

m
unicate over a ded

icated
backplane connection to one or m

ore `bu
ild

er' card
s that provid

e four ou
tpu

ts for assem
bled

events. Figure
8-16 show

s the system
 organization. T

he system
 can service four su

pervisors
w

ith a single `bu
ild

er' card
 and

 can be expanded
 in units of fou

r by ad
d

ing `builder' card
s.

8.3.2.1
D

etailed d
esig

n

T
his sub section should expand on the H

igh level design described in Section
5.5. It should be a sum

m
ary

of w
hat is detailed in [8-27].

F
igu

re
8-15  [reb001v000_lvl1block.ep

s]
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8-16  R
oIB

 System
 organisation.
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8.3.2.2
P

erfo
rm

an
ce

B
ased on results w

ith (12 U
) prototype, including results of integration studies w

ith Level 1.

A
 prototype of the R

oIB
 w

as fabricated
 and

 tested
 in 1999. T

his version w
as bu

ilt using a pair of
12U

 V
M

E
 card

s, an inpu
t card

 capable of handling six S-link inputs and
 a pair of builder cards

able to outp
ut to a pair of p

rocessors. T
his system

 utilized 76 A
ltera 10K

40 FPG
A

's and
 8

10K
50's. Figu

re
8-17 show

s the pair of board
s that w

ere bu
ilt. T

he system
 and early p

erform
ance

m
easu

rem
ents are d

ocu
m

ented
 in [8-22].

T
his system

 w
as adequate to d

em
onstrate a num

ber of critical points. It show
ed

 that the id
ea of

com
bining record

s from
 several sources u

sing an FPG
A

 based d
evice is feasible. It show

ed that
the com

m
unications overhead

 for p
rocessors w

ould
 not resu

lt in unm
anageable nu

m
bers of

p
rocessors just to hand

le the 100kH
z event rate; fou

r 300 M
H

z pentium
 tw

o m
achines w

ere ad-
equate to hand

le the 100kH
z rate. Subsequent tests w

ith several p
rototype pieces of the level 1

system
 (the m

uon-C
T

P interface and the calorim
eter C

P
R

O
D

) m
ad

e a start on d
ebugging the

com
p

onent interfaces and
 further d

em
onstrated

 that external inputs could be hand
led

 at the ex-
p

ected
 rates [8-23].

T
he scale of a full system

 w
ill need

 to be set in the fu
ture, but current ind

ications from
 the early

p
rototype m

ake it clear that the fu
ll system

 w
ill involve the num

ber of processors needed
 to sat-

isfy the H
LT

 fu
nctions of the supervisors d

ocu
m

ented
 in the H

LT
 d

escrip
tion and

 testing sec-
tion p

lu
s a few

 processors (less than four) to cover the add
itional com

m
u

nications from
 the

R
oIB

.

F
igu

re
8-17  12U

 V
M

E card
 prototype of the R

oIB
.
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8.4
C

on
tro

l an
d flo

w
 of event d

ata to
 hig

h level trigg
ers

8.4.1
M

essage passin
g

8.4.1.1
C

o
n

tro
l an

d
 even

t data m
essag

es

Introduce the types of m
essages, the flow

 of m
essages, m

essage rates and the bandw
idths required. C

on-
cluding w

ith the choice of link technology.

T
he flow

 of event data from
 the R

O
S, w

here data are buffered
 d

uring the LV
L

2 and
 event bu

ild
-

ing latencies, to the H
LT

 is achieved
 by the exchange of control m

essages and
 subsequ

ent event
d

ata m
essages betw

een com
ponents of the D

ataFlow
 system

. T
his is d

escribed
 in d

etail in [8-24]
and

 here only its m
ajor featu

res are sum
m

arized
. Figure

8-18 show
s a sequence d

iagram
 d

etail-
ing the base interactions betw

een D
ataFlow

 com
ponents.

8.4.1.1.1
L2S

V

T
he LV

L
2 Su

pervisor receives LV
L

1 R
esu

lts containing the R
oI inform

ation from
 the R

oI B
uild

-
er. It assigns accord

ing to a load
 balancing algorithm

 a L2P
U

 to analyse the event. It w
ill then re-

ceive the LV
L

2 d
ecision from

 the L2P
U

 w
hich it forw

ard
s to the D

FM
. In case no LV

L
2 d

ecision
w

ill be received
 w

ithin a pre-defined
 tim

eou
t (e.g. the L

2PU
 crashed

, or a m
essage w

as lost), the
L

2SV
 w

ill treat the event as if accep
ted

 by the L2P
U

. T
here w

ill be several L
2SV

 d
eployed

 in the
final system

.

A
 LV

L
1 R

esu
lt m

essage d
oes not exceed

 512
bytes [8-27], lead

ing to a m
axim

um
 band

w
id

th re-
quirem

ent of O
(50

M
B

/s) at 100
kH

z LV
L1 rate. This band

w
id

th can be hand
led

 easily w
ith any

gigabit cap
able link technology, fu

rtherm
ore, it has to be divid

ed
 by the num

ber of L
2SV

s d
e-

ployed
.

F
ig

u
re

8-18  Sequence d
iagram

 show
ing the interactions betw

een D
ataFlow

 com
ponents
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8.4.1.1.2
2.2 L2P

U

A
 LV

L2 Processing U
nits receives a LV

L
1 result containing R

oI Inform
ation from

 the L
2SV,

w
hich it uses to seed

 its p
rocessing algorithm

s. It requ
ests specific R

oI d
ata from

 selected
 R

O
Ss

for analysis, m
ore R

oI d
ata is requ

ested repeated
ly u

ntil the sequential processing results in its
final decision to either reject or accept the event.

T
his inclu

des also the d
ecision w

hether an accepted event should
 be p

rescaled, or a rejected
event should

 becom
e forced

-accept. T
he L

2P
U

 then send
s the LV

L2 decision (accept, reject,
p

rescaled, forced-accept) back to the L
2SV

 and
 in case of an (forced

-) accepted
 event it also

send
s a d

etailed
 record

 to the pseud
o-R

O
S. T

here w
ill be m

any hundreds of L
2PU

s d
eployed

 in
the final system

.

A
s any ind

ivid
ual L

2P
U

 processes events at a rate not higher than O
(100

H
z), the band

w
id

th re-
quirem

ent for receiving the LV
L

1 results are O
(1

kB
/s). H

ow
ever, the d

ata rate of the received
R

oI d
ata can be su

bstantial and
 is estim

ated
 to reach m

axim
um

 valu
es as high as O

(10-20
M

B/
s).

8.4.1.1.3
R

O
S

T
he R

ead
-ou

t System
 hold

s event d
ata fragm

ents insid
e R

ead
-out B

uffers (R
O

B
s) and

 m
akes

them
 available to H

LT, follow
ing d

ata requests. The R
O

B
s are cleared

 on receipt of clear m
es-

sages.

T
he m

axim
u

m
 band

w
id

th ou
t of an ind

ividu
al R

O
B

 is estim
ated

 to O
(10

M
B

/
s) and

 d
ata frag-

m
ents are requested

 at up to xxx kH
z [8-25]. D

epend
ing on how

 m
any R

O
B

s are hold
 in a R

O
S

and
 of the access m

od
e to the R

O
B

s, the R
O

S need
s to p

rovid
e O

(Y
M

B
/

s) at a rate of yyy kH
z.

8.4.1.1.4
2.5 pR

O
S

T
he Pseud

o-R
O

S receives the d
etailed result record

s of the L
2PU

s for accep
ted

 events and
 par-

ticip
ates to the event build

ing process, such that the LV
L

2 d
etailed

 resu
lt appears w

ithin the full
event record

. From
 the point of view

 of the SFI there is no d
ifference betw

een the pR
O

S and
 a

norm
al R

O
S com

p
onent. H

ow
ever, the pR

O
S has no d

etector specific input at all and requires
no special hard

w
are like e.g. a R

O
B

In.

G
iven a LV

L
2 accept rate of O

(2
kH

z) and
 an estim

ated size of the LV
L

2 d
etailed

 result record of
O

(1
kB

yte), the band
w

id
th in and ou

t of the p
R

O
S w

ill be a O
(2

M
B

/s). O
ne pseud

o-R
O

S w
ill

therefore be sufficient for the final system
.

8.4.1.1.5
2.6 D

F
M

T
he D

ataflow
 m

anager receives (grou
ped

) LV
L

2 decisions from
 the L

2SV
s and assigns an SFI,

follow
ing a load

 balancing algorithm
, for the event building of every accepted

 event. It m
u

lti-
casts the (grouped

) clear m
essages to all R

O
Ss (incl. p

R
O

S).

T
he band

w
id

th requirem
ents for the exchange of control m

essages w
ith the D

FM
 are sm

all, giv-
en the group

ing factor of the LV
L

2 decisions is O
(100) results at a LV

L1 rate of 100
kH

z to
O

(1
kH

z) for the reception of the LV
L2 d

ecision m
essages. The com

m
u

nication w
ith the SFI

ad
d

s an ad
ditional tw

o tim
es O

(2
kH

z) m
essage rate. T

he distribu
tion of the clear m

essages
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from
 the D

FM
 to the R

O
Ss w

ill also be grou
ped

. w
ith an assum

ed grouping factor of O
(300),

only O
(300

H
z) of m

essage rate w
ill need

 to be ad
d

ed
 - given a m

u
lticast m

echanism
 for the d

is-
tribu

tion of clear m
essages. T

he total m
essage rate to be hand

led
 by the D

FM
 is therefore

O
(6

kH
z); only sm

all m
essages O

(few
 100 B

ytes) need to be exchanged
, leading to an aggregat-

ed
 band

w
id

th requ
irem

ent of O
(3

M
B/

s) to be hand
led

 by the D
FM

.

8.4.1.1.6
S

F
I

T
he SubFarm

 Inpu
t assem

bles event fragm
ents from

 the R
O

Ss (incl. p
R

O
S) and

 serves these to
E

ventFilter Su
bFarm

s. It is the event bu
ild

ing com
p

onent in the D
ataFlow

 system
 and has to

stand
 relatively high data and control rates, and conversely the band

w
id

th (for the d
ata). T

he
event size for com

plete events is O
(2

M
B

) and
 the event building rate O

(2
kH

z), resulting into
an aggregated

 band
w

id
th requirem

ent of O
(4

G
B

/
s). T

his load need
s to be d

istributed over
m

any SFIs. A
ssum

ing an event build
ing rate of O

(50
M

B
/s) hand

led by one SFI, O
(80) SFIs,

each build
ing events at O

(40
H

z), w
ill need

 to be d
eployed

 in the final system
. T

he m
essage rate

to be hand
led

 by an SFI d
ep

end
s on the num

ber of R
O

Ss d
ep

loyed
, and

 is O
(40

H
z) tim

es tw
o

tim
es the nu

m
ber of R

O
Ss. It w

ill not be above O
(64

kH
z) in case of 1600

R
O

S d
eployed

.

For the com
m

unication w
ith the EventFilter SubFarm

s, only a few
 m

essages need to be ex-
changed per event. H

ow
ever, a bu

lk transfer of the fu
ll event record is needed

.

N
one of the afore m

entioned
 m

essages require rates and
 band

w
id

th w
hich cannot be hand

led
by a w

id
e range of link technologies. A

 com
m

od
ity solution of w

idely available produ
cts on the

w
orld

 m
arket can be d

eployed
. H

ere the choice is d
ictated by p

rice, long term
 availability, su

p-
port, inter-operability and

 su
itability for A

T
L

A
S D

ataFlow
. E

thernet in its varieties of 100
M

b/s
and

 1000
M

b/
s is the p

rim
e cand

idate and
 has been evalu

ated
 to proove its su

itability for ex-
change of control and

 event d
ata m

essages in the A
tlas D

ataFlow
.

8.4.1.2
E

th
ern

et

T
his section should introduce the key features (i.e. V

LA
N

S, Q
oS, sw

itches, flow
 control) supporting its

selection and how
 they w

ill be used. Should also sum
m

arise, based on [8-29], the basic m
essage passing

capabilities in term
s of achieved rates, overheads and C

P
U

 loads.

8.4.1.3
D

esign
 of th

e m
essag

e passin
g co

m
p

on
en

t

P
resents the m

ain features of the design (high Level enough?) based on [8-30].

8.4.1.4
P

erform
an

ce o
f the m

essage passing

P
resents, based on [8-29], the perform

ance of the m
essage passing com

ponent in term
s of achieved rates,

overheads and C
P

U
 loads.

T
he m

essage passing layer of the d
ata flow

 softw
are is resp

onsible for the transfer of all control
and

 event d
ata betw

een d
ifferent com

p
onents. It provid

es a com
m

on technology-ind
epend

ent
A

PI across all app
lications.
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T
he m

essage passing layer itself im
poses no stru

ctu
re on the data w

hich is exchanged
. R

ather,
this structure is d

efined
 by the m

essage typ
es in [see Section

8.4.1.1] w
hich can be changed

w
ithout affecting the m

essage p
assing per se.

T
he service it provid

es is the transfer of u
p to 64 kB

yte of data w
ith only a best-effort guarantee.

N
o re-transm

ission or acknow
led

gem
ent of d

ata is done by this layer. T
his allow

s to im
plem

ent
the A

PI over a w
id

e range of technologies w
ithou

t im
posing u

n-necessary overhead
 w

here not
needed

 or d
u

plicating existing functionality. T
he A

PI supports the send
ing of both unicast and

m
ulticast m

essages. T
he latter has to be em

ulated
 by the im

plem
entation if it is not available

(e.g. for TC
P

).

T
he m

essage passing layer interface has been im
plem

ented
 over raw

 ethernet fram
es, U

D
P

 and
T

C
P. T

he latter tw
o im

plem
entations are technology-indep

end
ent p

er se, althou
gh system

atic
m

easu
rem

ents w
ere only d

one for sw
itched

 ethernet configu
rations (i.e. the routing aspects of

IP are not necessary for the A
T

LA
S architectu

re). T
C

P provid
es ad

d
itional reliability com

pared
to U

D
P

 and raw
 ethernet. H

ow
ever, applications and

 m
essage flow

 have been d
esigned in such

a w
ay that the system

 w
ill still w

ork w
hen running over an unreliable technology. T

he raw
 eth-

ernet im
plem

entation ad
d

s m
essage re-assem

bly on the receiver side, sim
ilar to w

hat IP pro-
vides. O

therw
ise the m

axim
um

 m
essage size w

ould
 be restricted to a single ethernet fram

e
w

hich w
as seen as too restrictive for the range of data sizes intended

.

Internally all im
p

lem
entations supp

ort scatter/
gather transm

ission and
 recep

tion of d
ata. T

his
allow

s to build
 a logical m

essage out of a m
essage head

er and add
itional u

ser data that d
oesn’t

need to be copied insid
e the app

lication.

T
he basic operations of allocating and

 de-allocating a bu
ffer to send

 or receive are d
om

inated by
the need to m

ake the interface thread-safe. O
n a 1 G

H
z d

ual p
rocessor SM

P
 m

achine they take
in the ord

er of 0.6 µ
s each. Since they requ

ire m
ain m

em
ory access on a real m

ultip
rocessor sys-

tem
 this does not scale w

ith the C
PU

 frequency but w
ith the m

em
ory sp

eed. O
n a 2.2 G

H
z m

a-
chine the nu

m
bers are only slightly sm

aller.

T
he 

basic 
m

easurem
ents 

can 
be 

com
p

ared
 

to 
the 

d
irect 

socket 
m

easurem
ents 

of 
[see

Section
8.4.1.2]. N

ote that the latter are d
one in a single-thread

ed
 environm

ent w
ithou

t any d
y-

nam
ic m

em
ory allocation and

 alw
ays send

 and
 receive d

ata from
 a fixed location and w

ith a
fixed

 size that is know
n in ad

vance. R
aw

 ethernet m
easu

rem
ents are only done w

ith a m
axi-

m
um

 of 1460 bytes, since no re-assem
bly of larger packets has been im

plem
ented

. T
hey there-

fore p
rovid

e an up
per bou

nd
 for the possible perform

ance w
hich w

e d
on’t expect to reach w

ith
the add

itional fu
nctionality in the m

essage p
assing layer.

A
m

ong the reasons for low
er perform

ance are:

•
Su

pport for scatter/gather op
erations requires the kernel to cop

y an ad
ditional user d

ata
stru

ctu
re across kernel bou

nd
aries.

•
T

he varying m
essage length su

pported by the m
essage passing A

PI requires at least tw
o

read system
 calls for T

C
P, and

 tw
o read

 system
 calls for every raw

 ethernet p
acket [check

w
ith D

avid
 B

otterrill, m
aybe just for first packet].

•
For raw

 ethernet the re-assem
bly of fram

es into large m
essages.

•
T

hread
-safety for the sender sid

e: m
u

ltip
le thread

s can send
 at the sam

e tim
e as long as

their d
estinations d

iffer. T
hey are serialized

 w
hen they both send

 to the sam
e d

estination.
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Problem
s w

ith scalability are only expected for the T
C

P im
plem

entation w
here a potentially

large nu
m

ber of open sockets has be hand
led. T

he default TC
P

 code uses the select() system
 call

w
hich is know

n not to scale. H
ow

ever, alternatives are available either in the form
 of PO

SIX
conform

ing real-tim
e signal in com

bination w
ith non-blocking sockets or in a non-stand

ard
form

 by ongoing developm
ents in the latest L

inu
x kernel (epoll() interface[ref]). T

he U
D

P and
raw

 ethernet im
p

lem
entations u

se only a single socket for receiving data.

R
ep

eating the m
easu

rem
ents for request/resp

onse and stream
ing show

s an overall overhead of
about 10 µs com

pared
 to the low

-level tests. T
his translates into a tim

e of about 22 µ
s to serve an

incom
ing m

essage or a rate of 45.5 kH
z for receiving. These num

bers are for a d
u

al 2.2 G
H

z m
a-

chine and
 require prop

er settings of socket buffer space and
 interrupt coalescence for the d

river.
E

.g. w
ith d

efau
lt settings for the interrup

t coalescence this rate d
rops to 7 kH

z. T
he difference

betw
een the various im

p
lem

entations are negligible: they are abou
t 22.9 µ

s for U
D

P
 and

 21.09
µs for raw

 ethernet.

Finally w
e can com

pare the num
bers m

easured
 above w

ith the observed
 rates of one of the ap-

plications in the data flow
. T

he SFI application can d
o event building w

ith raw
 ethernet fram

es
at an overall rate that correspond

s to a 40 kH
z of data packages (ca. 1400 bytes) inp

ut and
 40

kH
z of requests (<

64 bytes) ou
tpu

t rate [8-32] w
hich is in overall alignm

ent w
ith the low

-level
m

easurem
ents.

8.4.2
D

ata collection

8.4.2.1
G

en
eral o

verview

T
his section describes the com

m
on m

odel to collecting data for level 2 processing and event building.

D
ataC

ollection is a subsystem
 of the A

tlas T
D

A
Q

 D
ataFlow

 system
 responsible for the m

ove-
m

ent of event d
ata from

 the R
O

S to the LV
L

2 Processing and
 to the E

ventFilter and
 also to

M
assStorage. See.

It includ
es the m

ovem
ent of the LV

L1 R
oIs to the LV

L2 PU
 (via the LV

L2 SuperV
isor) and the

LV
L

2 result (decision and
 d

etailed
 result) to the E

ventFilter as w
ell as the EventB

uild
ing and

feeding the com
p

lete events to the E
ventFilter. 

H
ow

ever, D
ataC

ollection is not resp
onsible for initializing and

 form
atting (or preprocessing) of

event fragm
ents insid

e the R
O

S, neither is it responsible to d
o preprocessing nor to perform

trigger d
ecisions in the LV

L
2 Processing U

nit or in the EF Su
bFarm

.

Figu
re

8-19 show
s a context d

iagram
 of the tw

o m
ain com

ponents of D
ataC

ollection (LV
L

2 D
a-

taC
ollection and E

ventBu
ild

ing) and
 its interfaces to other system

s and
 su

bsystem
s of A

tlas
T

D
A

Q
. 

T
he follow

ing lists the app
lications to be p

rovided
 by D

ataC
ollection:

L
2S

V
  

LV
L

2 Su
perV

isor

L
2P

U
A

  
LV

L
2 P

rocessing U
nit A

pplication (i.e. L
2PU

 low
 layer functionality)

D
F

M
  

D
ataFlow

 M
an

ager

p
R

O
S

  
Pseud

o R
O

S
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S
F

I  
SubFarm

 Input

S
F

O
  

SubFarm
 O

utp
ut 

In ord
er to d

eploy this variety of com
ponents, a com

m
on approach in d

esign and
 im

plem
enta-

tion is envisaged
. T

his app
roach lead

 to the d
efinition of the com

m
on D

ataC
ollection fram

e-
w

ork, im
p

lem
enting a suite of com

m
on services. T

hese w
ere found

 to be:

•
O

S A
bstraction Layer

•
C

onfigu
ration D

atabase 

•
E

rror R
eporting

•
System

 M
onitoring

•
R

un C
ontrol

•
M

essage Passing

A
ll ap

plications in the D
ataC

ollection softw
are share the need

 for a com
m

on set of typical oper-
ations. T

his includ
es error logging, configuration, system

 m
onitoring, run control and

 m
essage

p
assing. A

ll these capabilities are provid
ed

 by a set of packages w
hich is u

su
ally referred

 to as
the D

ataC
ollection A

pplication Fram
ew

ork. T
his d

esign lead
s to a large cod

e reuse in practice.
A

 typical ap
plication is built on top of a skeleton application and

 only has to p
rovid

e the actual
ad

d
itional functionality.

Services are built from
 packages follow

ing a m
odu

lar approach. M
any of these packages consist

of interfaces only, w
hose im

plem
entation is provided

 by other packages w
hich can be changed

at configuration or run-tim
e. Exam

ples are the error rep
orting (sw

itching betw
een sim

ple std-

F
igu

re
8-19  D

ataC
ollection context diagram

.
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out/std
err and

 M
R

S), the configuration d
atabase (sw

itching betw
een O

K
S files and

 rem
ote d

a-
tabase server), the system

 m
onitoring (provid

ing an interface to the Inform
ation Service of the

O
nline Softw

are and a local indep
end

ent version). The m
essage passing interface allow

s the
concu

rrent existence of m
u

ltip
le im

plem
entations at the sam

e tim
e. E.g. all of U

D
P, T

C
P and

raw
 ethernet sockets can be used by a single ap

p
lication in a given setup

.

T
his clear sep

aration betw
een interfaces and

 im
plem

entations exists dow
n to the low

est levels
like the thread

 interface and
 access to clocks and

 tim
ers.

8.4.2.1.1
O

S
 A

bstraction Layer

T
he O

S abstraction layer consist of packages hid
ing all O

S specific interfaces. E
.g. the threads

package hid
es the d

etails of the underlying PO
SIX

 thread interface.

8.4.2.1.2
E

rror R
eporting

T
he ErrorR

ep
orting package allow

s to log error m
essages either to std

out/
std

err or to M
R

S.
E

ach package can d
efine its ow

n set of error m
essages and

 error cod
es. E

rror logging can be en-
abled

/d
isabled on a package by package basis, w

ith a sep
arate d

ebug and
 error level for each

package. Furtherm
ore d

ebug logs and norm
al error logs are treated logically d

ifferently, so the
d

ebug m
essage cou

ld
 go to std

err w
hile all norm

al application logs go to M
R

S. T
he u

ser only
interfaces via a set of m

acros to the ErrorR
eporting system

. This allow
s to com

pile ou
t the d

e-
bu

g m
acros for optim

ized build
s.

8.4.2.1.3
C

onfiguration D
atabase

A
ll ap

plications m
ake use of the O

nline Softw
are configuration database through the A

P
I p

ro-
vid

ed
 by these packages. T

he design uses the B
rid

ge p
attern d

escribed
 in G

am
m

a et al. T
his al-

low
s to change the underlying im

p
lem

entation w
ithout the client code noticing it. 

T
he user’s view

 of the d
atabase is hid

d
en by configuration objects, w

hich read
 the d

atabase and
provid

e a m
ore convenient w

ay to access the inform
ation. D

atabase schem
a file evolu

tions are
cop

ed w
ith an autom

ated
 re-creation of the C

+
+

 cod
e for these configuration objects out of the

schem
a file only

8.4.2.1.4
S

ystem
 M

onitoring

T
his package allow

s every com
ponent to m

ake arbitrary inform
ation available to som

e outsid
e

client. In p
ractice this is u

sed
 to publish statistics like counters and

 histogram
s. U

sers inherit
from

 the R
esource class and im

plem
ent a virtu

al fu
nction. T

he packages m
akes this inform

ation
available in variou

s d
ifferent w

ays, inclu
ding the Inform

ation Service of the O
nline Softw

are.

A
gain the interface is strictly separated

 from
 the different im

plem
entations, so users are u

na-
w

are of it and
 the im

plem
entation can change w

ithou
t them

 noticing it.
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8.4.2.1.5
R

un C
ontrol

T
he run control interface is responsible for translating the requests from

 the O
nline Softw

are
abou

t state changes into com
m

and
s for the app

lication. It also provid
es a skeleton arou

nd
w

hich one can build an application.

T
hese classes realize m

ost of the u
se cases for ru

n control. T
hey talk to a special D

ataC
ollection

R
un C

ontroller on the one sid
e and

 to user cod
e on the other sid

e.

8.4.2.1.6
M

essage P
assing

T
he M

essage Passing L
ayer d

efines a cou
ple of classes to allow

 the send
ing and

 receiving of
m

essages. T
he N

ode,
G

roup and
 A

ddress classes are used at configuration tim
e to setup all the

necessary internal connections.

T
he P

ort class is the central interface for send
ing data. A

ll u
ser data has be in part of a B

uffer ob-
ject to send

 or receive it. T
he B

uffer interface allow
s to add

 u
ser d

efined
 areas w

hich are not u
n-

d
er the control of the M

essage P
assing layer to avoid copying.

T
he P

rovider class is an internal interface from
 w

hich d
ifferent im

plem
entations have to inherit.

M
ultiple P

rovider objects can be active at any given tim
e. A

 P
rovider is basically the code to send

and receive d
ata over a given protocol/technology, e.g. T

C
P, U

D
P

 or raw
 ethernet.

U
sing the D

ataC
ollection A

pp
lication Fram

ew
ork, the D

ataC
ollection com

ponents w
ere im

p
le-

m
ented efficiently w

ith m
axim

u
m

 reuse of cod
e and

 coherency in system
 aspects.

T
he interaction of the D

ataC
ollection com

p
onents is detailed in the follow

ing to sections for
LV

L2 D
ataC

ollection and
 event bu

ild
ing.

8.4.2.2
R

oI data collectio
n

8.4.2.2.1
D

esign

T
his section should describe the interaction betw

een applications w
hich results in the collection of data at

the level 2 processing unit.

8.4.2.2.2
P

erform
ance

8.4.2.3
E

vent B
uildin

g

8.4.2.3.1
D

esign

T
his section should describe the interaction betw

een applications w
hich results in the collection of event

fragm
ents to form

 a com
plete event at the SFI. Should also include the aspects related to traffic shaping.
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8.4.2.3.2
P

erform
ance

8.5 R
eliability and fault tolerance: this section has been m

oved to C
hapter

6, "Fault Tolerance and E
rror

H
andling"

8.5 C
onfiguration, control and operational m

onitoring

T
he sub-sections in this section have been m

oved to other chapters.

Local C
ontroller: m

oved to C
hapter

13, "E
xperim

ent control".

C
onfiguration data: m

oved to Section
10.2, "D

atabases".

O
perational m

onitoring: m
oved to C

hapter
7, "M

onitoring"

8.5
S

calab
ility

8.5.1
D

etector read-ou
t ch

an
n

els

T
his section describes quantitatively how

 the physical size, perform
ance and control and configuration of

the system
 scales w

ith the “am
ount” of detector to be read-out.

8.5.1.1
C

o
n

tro
l an

d
 flo

w
 o

f even
t data

H
ow

 the num
ber of applications, m

essages and data volum
e changes.

8.5.1.2
C

o
n

fig
u

ratio
n an

d con
tro

l

A
m

ount of configuration data a function of the am
ount of detector.

8.5.2
L

evel 1 rate

H
ow

 the system
 perform

ance and physical size scales w
ith respect to the level 1 rate.

8.6
R

eferen
ces

8-1
Trigger &

 D
A

Q
 Interfaces w

ith Front-E
nd

 System
s: R

equ
irem

en
t D

ocu
m

ent http
:/

/
atlasinfo.cern.ch/

A
tlas/

G
R

O
U

P
S/

D
A

Q
T

R
IG

/
D

IG
/

archive/
d

ocu
m

ent/
FE

d
oc_2.5.p

d
f

8-2
A

T
L

A
S H

igh-level Triggers, D
A

Q
 and

 D
C

S Tech
nical P

rop
osal, C

E
R

N
/

L
H

C
C

/
2000-17, 

31 M
arch

 2000.http
:/

/
atlas.w

eb.cern
.ch/

A
tlas/

G
R

O
U

P
S/

D
A

Q
T

R
IG

/
SG

/
T

P
/

tp
_d

oc.h
tm

l
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8-3
T

he S-L
IN

K
 Interface Sp

ecification. http
:/

/
ed

m
soraw

eb.cern.ch:8001/
ced

ar/
d

oc.in
fo?d

ocu
m

ent_id
=

110828

8-4
T

he raw
 event form

at, http
:/

/
atlasinfo.cern.ch/

A
tlas/

G
R

O
U

P
S/

D
A

Q
T

R
IG

/
R

O
S/

D
A

Q
-

1_N
ote_050_u

p
d

ate_1a.p
d

f 

8-5
R

ecom
m

end
ations of th

e D
etector In

terface G
rou

p
 - R

O
D

 W
orking G

rou
p

 http
s:/

/
ed

m
s.cern.ch

/
d

ocu
m

en
t/

332389/
1

8-6
T

he C
M

C
 stand

ard
. C

om
m

on M
ezzanine C

ard
s as d

efin
ed

 in IE
E

E
 P

1386/
D

raft 2.0 04-
A

P
R

-1995, Stand
ard

 for a C
om

m
on M

ezzan
ine C

ard
 Fam

ily: C
M

C
 (the C

M
C

 Stan
d

ard
).

8-7
D

esign sp
ecification for H

O
L

A
, http

s:/
/

ed
m

s.cern.ch/
d

ocu
m

ent/
330901/

1

8-8
P

roced
u

res for Stand
alon

e R
O

D
-R

O
L

 Testing, G
. L

eh
m

ann
 et.al., 27 Ju

ly 2001, A
T

C
-T

D
-

T
P

-0001 h
ttp

:/
/

ed
m

soraw
eb.cern

.ch:8001/
ced

ard
oc.info?d

ocu
m

ent_id
=

320873&
version=

1

8-9
R

O
S U

R
D

8-10
R

ead
 ou

t system
 high level d

esign

8-11
R

O
S L

ocal C
ontroller

8-12
R

O
B

IN
 Su

m
m

ary d
ocu

m
ent

8-13
R

ead
ou

t su
b-system

 test rep
ort (u

sing D
A

Q
 -1.

8-14
R

O
B

IN
 H

L
D

D

8-15
R

O
B

IN
 D

L
D

D

8-16
R

O
B

IN
 SW

ID

8-17
R

O
D

 crate D
A

Q
 d

esign

8-18
R

O
D

 crate D
A

Q
 w

oekp
lan

8-19
R

eferen
ce to the R

A
C

E
 board

8-20
R

O
S Test R

ep
ort

8-21
R

eferen
ce to FP

G
A

 em
u

lators

8-22
A

T
L-D

A
Q

-99-016

8-23
cite A

T
L

-D
A

-ER
-0016 &

 the correspond
ing m

u
on-C

TP
 i/

f d
ocum

ent

8-24
D

ata collection note # 012 ... to be m
oved

 into E
D

M
S

8-25
P

ap
er m

od
el resu

lts

8-26
D

ata C
ollection

 U
R

D

8-27
L

evel 1 - L
evel 2 interface d

ocu
m

ent

8-28
R

oI B
u

ild
er U

R
D

8-29
R

esu
lts of basic com

m
s tests

8-30
D

esign of th
e m

essage p
assing com

p
on

en
t

8-31
D

ocu
m

en
ts su

p
p

orting technology choices

8-32
D

ataC
ollection test rep

ort

8-33
D

ataC
ollection L

ocal C
ontroller
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9
H

igh
-level trig

ger

T
he chapters of P

art 2 should contain the m
ajor com

ponents as identified by the architecture.

D
etails should be provided on design, im

plem
entation and supporting m

easurem
ents. For each com

po-
nent describe: the purpose/function/scope of the com

ponent, the perform
ance requirem

ents of the com
po-

nent, the architecture of the com
ponent, a proposed im

plem
entation, and perform

ance and validation
m

easurem
ents.

T
he com

m
onalities and differences betw

een LV
L2 and E

F should clearly be show
n.

D
etailed design, and perform

ance (w
here appropriate - perform

ance of som
e com

ponents only relevant/di-
rectly m

easurable as a set-of com
ponents) of each com

ponent should be described in the sections below
.

9.1
H

LT O
verview

9.2
Level 2

9.2.1
O

verview

Includ
es use R

oI m
echanism

 (i.e. selective R
ead-out), requ

irem
ents and

 interplay betw
een com

-
p

on
ents.

<<subsystem
>>

LV
L2S

upervisor

<<subsystem
>>

LV
L2P

rocessing
U

nit

<<subsystem
>>

R
O

S

<<subsystem
>>

E
ventB

uilding

<<subsystem
>>

D
ataB

aseLoader

<<subsystem
>>

E
ventH

andler

<<subsystem
>>

E
ventFilterIO

4:send(LV
L2D

ecision)

2:LV
L2S

election()
8:E

FS
election()

1:send(LVL1Result)

3.2:send(LVL2Decision)

5.1:Request(EventFragments)

2.1:Request(EventFragments)

3.1:Send(LVL2DetailedResult)

2.2:Send(EventFragments)

6:Send(Event)7:Send(Event)

9:Send(Event)

10:S
end(E

vent)

5.2:Send(EventFragments)

LV
L2 S

election and 
E

F S
election accepts 

or rejects event.
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9.2.2
R

oI B
u

ilder

T
here is overlap w

ith C
hapter

8, "D
ata-flow

" on this com
ponent and only one chapter should describe it

in detail w
ith the other just m

entioning the specifics for that chapter.

M
ain description of design, im

plem
entation, interfaces etc should be in C

hapter 8 (D
ataFlow

). H
ere lim

-
ited to a brief description of the functions (i.e. gathering together of the LV

L1 R
oI inform

ation and then
routing to a Supervisor processor)

9.2.3
LV

L
2 S

up
erviso

r

M
ain description of functions, design and im

plem
entation here in this chapter, should refer back to the

D
ataC

ollection Fram
ew

ork described in C
hapter 8. T

he description here to include the load balancing as-
pects. (T

he D
ataFlow

 chapter should be lim
ited to a description of function of the Supervisor in D

ataFlow
and the rate at w

hich it handles m
essages - i.e. the perform

ance m
easurem

ents (30 kH
z rate).)

9.2.4
LV

L
2 P

ro
cessors

N
eed a description of how

 the softw
are inside a LV

L2 processor is structured. i.e. L2P
U

 hosting the P
SC

,
w

hich hosts the event selection code. A
lso how

 the algorithm
s access data data from

 the R
O

B
’s w

ith the
interface layers provided betw

een the algorithm
 and the L2P

U
. D

iagram
s to be included here are ones

show
ing the m

ulti-threaded nature of the W
orker threads and the sequence diagram

 of w
hat happens dur-

ing configuration and in the event loop.

Should include a statem
ent about the possible use of FP

G
A

’s here w
ith a reference to the FP

G
A

 im
ple-

m
entation back-up docum

ent, but note that this is not included in the baseline option.

9.2.4.1
L

2P
U

M
ain description of functions, design and im

plem
entation of L2P

U
 given here in H

LT, should refer back
to the D

ataC
ollection Fram

ew
ork described in C

hapter 8. (T
he D

ataFlow
 chapter should cover the (m

es-
saging) perform

ance of the L2P
U

 - i.e. the m
easurem

ents of bandw
idth and m

essage rate in etc., includ-
ing R

oI data gathering capability and scaling as extra processors are added.) O
nly perform

ance num
bers

to be recapped here are the rate at w
hich a single processor can handle events.

9.2.4.2
P

S
C

 (P
E

S
A

 S
teering

 C
o

ntroller)

D
ecscription of the design and im

plem
entation of the P

SC
, how

 it sits inside the L2P
U

 (including receipt
of LV

L1_R
esult and return of LV

L2_R
esult) how

 it provides various an A
T

H
E

N
A

 like environm
ent for

the E
vent Selection code and the m

echanism
s for the algorithm

s to be configured. Should include som
e

perform
ance results w

hen sitting inside L2P
U

 w
ithout running algorithm

s

9.2.4.3
D

ata access i/f’s

D
escription of how

 the P
E

SA
 D

ataM
anager can access R

oI data from
 the L2P

U
. N

ot clear that there are
m

eaningful separate perform
ance m

easurem
ents for this.
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N
eed a diagram

 here to show
ing how

 the London schem
e is im

plem
ented in LV

L2.

9.2.5
p

R
O

S

M
ain description is in C

hapter
8, "D

ata-flow
". H

ere just a brief note to describe the function from
 an

H
LT

 perspective. i.e. T
he m

echanism
 to receive the LV

L2 result for inclusion in the built event - thus
passing the result from

 LV
L2 to the E

F.

9.2.6
LV

L
2 O

p
eration

H
ere a brief description of how

 the LV
L2 processors are configured, controlled and m

onitored, how
 they

are organised into sub-farm
s and how

 the farm
-fabric is m

anaged.

9.3
E

ven
t Filter

D
escription of E

F D
ataFlow

 - event d
istribution, u

se of PT
’s (p

rovid
ing A

T
H

EN
A

 environ-
m

ent), use for E
vent Selection, for C

alibration and d
ata m

onitoring, generation of E
F_R

esult,
app

end
ing E

F_R
esult to the bu

ilt event, p
assing accepted

 events back to m
ain D

ataFlow
.

3rd and last step
 of the event selection proced

ure

W
orks on the fu

ll available inform
ation (fully built event, d

ow
nstream

 the E
vent B

uilder)

M
ake the largest possible use of offline environm

ent and algorithm
s, possibly includ

ing the of-
fline im

plem
entations

Im
p

lem
entation very likely to hap

pen on farm
s of stand

ard
 com

pu
ters (e.g. PC

 based
)

9.3.1
H

ig
h L

evel design

9.3.1.1
F

u
nctio

nality

logically d
ecom

posed
 in tw

o parts :

•
E

vent H
and

ler

•
D

ata flow

•
processing tasks

•
Su

pervision

•
control

•
m

onitoring

ad
d

itional functionality m
ay be envisaged in the field

s of

A
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•
d

etector (includ
ing trigger) m

onitoring

•
online calibration and

 alignm
ents

9.3.1.2
O

peratio
nal A

n
alysis

D
etails in H

LT
 operational analysis (E

D
M

S note)

U
se cases and

 requirem
ents to other su

b-system
s

9.3.2
E

vent H
and

ler

9.3.2.1
R

equ
irem

ents

d
etails in A

T
LA

S-D
A

Q
-2002-003

Fu
nctionality

•
provid

e the functionality to the D
A

Q
 D

ata C
ollection to inject and receive events

•
d

istribute events to sp
ecific p

rocessing tasks accord
ing to an event typ

e contained
 in the

event header

•
provid

e the softw
are infrastructure to perform

 the requ
ired

 treatm
ent : filtering, m

onitor-
ing, calibration check, etc... insid

e the P
rocessing Tasks.

•
collect selected

 events for offline produ
ction accord

ing to the stream
s d

eterm
ined

 by the
classification.

R
obu

stness

R
eliability

9.3.2.2
D

etailed d
esig

n

E
FD

 d
esign

d
etails in E

F D
ataflow

 d
esign (ED

M
S note)

•
1 E

FD
 process per p

rocessing nod
e

•
one or several external processing tasks ru

nning on the processing nod
e as ind

epend
ent

processes (robustness)

•
event p

assing via shared m
em

ory on m
em

ory-m
app

ed files (efficiency)

•
synchronisation ensured

 by EFD
 w

orker thread (next task)

PT
 design

•
offline fram

ew
ork

•
bytestream

•
E

F resu
lt
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9.3.3
E

F S
u

pervision

9.3.3.1
R

equ
irem

en
ts

D
etails in A

T
L

A
S-D

A
Q

-2002-004

Functionality

•
p

rocess control

•
p

rocess m
onitoring

•
p

ossibly hard
w

are control and
 m

onitoring

C
onstraints

•
connection w

ith A
T

LA
S general control

•
finite state m

achine m
app

ing

•
partitioning

•
interaction w

ith end
 user

•
via O

nline Softw
are services

R
obustness

R
eliability

9.3.3.2
D

etailed d
esig

n

•
Tree stru

ctu
re

•
sub-farm

s organised
 arou

nd
 the d

ata flow
 architectu

re (SFI)

•
control at the sub-farm

 level

•
u

se O
nline Softw

are tools as m
u

ch as possible

9.3.4
E

xtra fun
ctio

nality p
ossibly provided

 by the E
vent Filter

•
D

irectly in EFD
 context (by-p

rod
ucts of calculations p

erform
ed

 for selection, in the filter-
ing tasks or in indep

end
ent m

onitoring tasks)

•
or in ded

icated
 parts of the Farm

, specially fed by D
ata C

ollection, and w
orking und

er the
control of the E

F sup
ervision

•
Functionality in the field

s of

•
trigger m

on
itorin

g

•
detector m

onitoring

•
online calibration and

 alignm
ent (checks and

/
or com

putation)
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9.4
E

vent selection
 so

ftw
are

E
SS A

rchitectu
re - requ

irem
ents, d

esign and
 im

plem
entation - includ

ing the m
ain internal com

-
ponents

T
his is the only place in the T

D
R

 w
here the overall design and im

plem
entation of the E

SS is described.
T

his section should be a shortened form
 of w

hat is in the P
E

SA
 Fram

ew
ork requirem

ents and design doc-
um

ents. H
ow

ever, given the com
plexity and im

portance of the m
aterial it w

ill be substantial in length.

C
onfiguration, control, supervision and operational m

onitoring: m
oved to several other chapters.

D
escribe here the H

LT
 specific item

s and issues. 

T
hus:

1) LV
L2 use sam

e LocalC
ontroller as D

ataC
ollection. N

eed to add som
ething about the operational super-

vision of the LV
L2 processors.

2) E
F has the E

F Supervision sub-system

3) C
oncept of sub-farm

s - how
 they are defined, and application configured

A
s far as possible com

m
on issues should be described in the O

nLineSW
 chapter. 

Issue - Should w
e include m

anagem
ent of the sub-farm

 fabrics here? (P
resum

ably yes)

Issue - W
here do w

e cover algorithm
 configuration

(I assum
e that data and algorithm

 related m
onitoring is included in the m

onitoring chapter).

9.5
R

eferen
ces 

9-1
LV

L
2 U

R
D

9-2
E

F D
ataFlow

 U
R

D

9-3
E

F Su
p

ervision
 U

R
D

9-4
E

SS R
equ

irem
ents D

oc

9-5
E

SS D
esign D

oc
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10
O

nline S
o

ftw
are

10.0.1
Introd

uctio
n

T
he O

nline Softw
are encom

p
asses the softw

are to configure, control and
 m

onitor the T
D

A
Q

 bu
t

exclud
es the m

anagem
ent, p

rocessing and
 transportation of p

hysics d
ata. It is a custom

izable
fram

ew
ork w

hich provid
es essentially the "glu

e" that hold
s the variou

s sub-system
s together. It

d
oes not contain any elem

ents that are detector specific as it is used by all the variou
s configura-

tions of the T
D

A
Q

 and
 detector instrum

entation. It co-operates w
ith the other su

b-system
s and

interfaces to the D
etector R

eadou
t C

rates, the D
etector C

ontrol System
 (D

C
S), the L

evel 1 Trig-
ger, the D

ata-flow
, the H

igh L
evel Trigger p

rocessor farm
s, the O

ffline Softw
are and to the hu-

m
an u

ser as illustrated
 in Table

10-1. 

A
n im

portant task of the O
nline Softw

are is to provide services to m
arshal the T

D
A

Q
 through

its start-u
p and

 shutdow
n proced

ures so that they are perform
ed in an ord

erly m
anner. It is re-

sponsible for the synchronisation of the states of a run in the entire TD
A

Q
 system

 and
 for p

roc-
ess supervision. T

hese procedu
res are aim

ed to take a m
inim

um
 am

ount of tim
e to execu

te to
redu

ce the overhead since this affects the total am
ount of data that can be taken d

uring a data-
taking period

. V
erification and

 d
iagnostic facilities help for early and

 efficient problem
 finding.

C
onfigu

ration d
atabase services are provid

ed
 for hold

ing the large nu
m

ber of param
eters

w
hich describe the system

 topology, hard
w

are and
 softw

are com
ponents and

 running m
odes,

based
 on the p

artitioning m
odel. D

u
ring d

ata taking, access to m
onitoring inform

ation like sta-
tistics d

ata, sam
pled d

ata fragm
ents to be analysed

 by m
onitoring tasks, histogram

s produ
ced

in the TD
A

Q
 system

, and also to the errors and
 d

iagnostic m
essages sent by d

ifferent app
lica-

tions is p
rovid

ed
. U

ser interfaces d
isplay the status and

 perform
ance of the TD

A
Q

 system
 and

allow
 the u

ser to configu
re and

 control his operation. T
hese interfaces p

rovid
e com

p
rehensive

view
s of the various sub-system

s at d
ifferent levels of abstraction.

Tab
le

10-1  T
he O

nline S
oftw

are in relation to the T
D

A
Q

 system

L
V

L
1
 T

rig
g
er

D
etecto

r C
o
n

tro
l

S
y
stem

A
T

L
A

S
 T

D
A

Q

D
a
ta

-flo
w

H
ig

h
 L

ev
el 

T
rig

g
er

O
fflin

e S
o
ftw

a
re

D
etecto

r

OnlineSW
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T
he O

nline softw
are has variou

s types of users. The T
D

A
Q

 O
perator runs the T

D
A

Q
 system

 in
the control room

 d
u

ring a d
ata-taking period

, the T
D

A
Q

 E
xpert has system

-internal know
led

ge
and

 can perform
 m

ajor changes to the configu
ration, the Sub-system

 or D
etector E

xpert is resp
on-

sible for the operation of a partcu
lar su

b-system
 or detector and

 T
D

A
Q

 and detector softw
are ap-

plications use services provid
ed by the O

nline softw
are via app

lication interfaces.

rem
ark: the follow

ing definitions w
ill be available from

 the T
D

A
Q

 glossary to w
hich only a reference w

ill
be m

ade.

T
he follow

ing types of O
nline Softw

are users have been identified:

1.
T

D
A

Q
 O

perator - this user is responsible for using the T
D

A
Q

 system
 to take data during a partic-

ular data taking session, for exam
ple during a shift. H

e has to be able to start, m
onitor and stop

data taking. H
e is not expected to perform

 any program
m

ing tasks related to the O
nline Softw

are.

2.
T

D
A

Q
 E

xpert - this user is responsible for running and m
aintaining the T

D
A

Q
 system

 itself. H
e

is responsible for the initialisation and shutdow
n of the T

D
A

Q
 system

 or parts of it. H
e shall have

a know
ledge of the T

D
A

Q
 structure and its com

ponents. 

3.
T

D
A

Q
 Sub-System

 or D
etector E

xpert - this user is responsible for the operation of a particular
sub-system

 of the T
D

A
Q

 or particular sub-detector of the A
T

LA
S detector. H

e should be capable of
describing the specific T

D
A

Q
 sub-system

 or detector configuration and diagnosing the specific
sub-system

 or detector problem
s w

hich m
ay appear during operation.

4.
T

D
A

Q
 Sub-System

 or D
etector - this user represents a softw

are produced by the T
D

A
Q

 Sub-Sys-
tem

 or D
etector developers. T

his softw
are w

ill use the services provided by the O
nline Softw

are for
the sub-system

s and detectors configuration and control.

T
he u

ser requ
irem

ents to the O
nline Softw

are are collected
 and

 d
escribed in the correspond

ing
d

ocum
ent [10-1].

10.0.2
The A

rchitectural M
o

del

T
he O

nline Softw
are architectu

re is based
 on a com

ponent m
od

el and
 consists of three high-lev-

el com
ponents, called

 packages. D
etails on the architecture and a com

p
rehensive set of use cas-

es are described
 in [10-2]. E

ach of the packages is associated
 w

ith a functionality group
 of the

O
nline softw

are. For each package a set of services w
hich it has to provid

e is defined
. T

he serv-
ices are clearly sep

arated
 one from

 another and
 have w

ell d
efined

 bou
nd

aries. For each service
a low

-level com
ponent, called sub-package, is id

entified
. E

ach sub-p
ackage contains as m

any
classes im

plem
enting a sp

ecific functionality as bou
nd

ary classes are necessary p
rovid

ing inter-
faces for a variety of the O

nline Softw
are users.

E
ach p

ackage is responsible for a clearly d
efined

 functional asp
ect of the w

hole system
. 

1.
C

ontrol and
 Sup

ervision - contains sub-packages for the control of the T
D

A
Q

 system
 and

d
etectors. C

ontrol su
b-p

ackages exist to su
pport TD

A
Q

 system
 initialisation and

 shu
t-

d
ow

n, to provid
e control com

m
and

 d
istribution, to start and

 stop processes w
ithin the

T
D

A
Q

 system
 and to execu

te tests requ
ested

 by a u
ser.

2.
D

atabases - contains su
b-p

ackages for configu
ration of the TD

A
Q

 system
 and

 d
etectors.

C
onfigu

ration sub-packages exist to supp
ort system

 configu
ration d

escription and
 access

to it, record
 operational inform

ation d
uring a run and

 access to this inform
ation. T

here
are also bou

nd
ary classes to provid

e read
/w

rite access to the cond
itions storage.
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3.
Inform

ation Sharing - contains classes to su
pport inform

ation sharing of the T
D

A
Q

 sys-
tem

 and d
etectors. Inform

ation Sharing classes exist to report error m
essages, to publish

states and
 statistics, to d

istribute histogram
s bu

ilt by the su
b-system

s of the T
D

A
Q

 sys-
tem

 and
 detectors and

 to d
istribute events sam

pled from
 d

ifferent parts of the experi-
m

ent’s d
ata flow

 chain.

T
he follow

ing sections d
escribe these packages in m

ore d
etails. 

10.1
C

o
ntrol and S

u
pervision

T
he m

ain task of the control and
 supervision package is to provid

e the necessary tools to per-
form

 the system
 operation as they are d

escribed
 in C

hapter 3. It provid
es the fu

nctionality of the
T

D
A

Q
 C

ontrol as show
n in the controls view

 of the C
hapter 5.

In ad
dition the p

ackage has the responsibility for functionalities necessary in the com
pu

ting en-
vironm

ent for u
ser interaction, process m

anagem
ent and

 access control.

10.1.1
F

un
ction

ality of the C
on

tro
l an

d S
u

p
ervisio

n

C
ontrol and

 Supervision encom
p

asses softw
are com

ponents responsible for the control and
 su-

p
ervision of other T

D
A

Q
 system

s and
 the d

etectors. The functionalities have been derived
 from

the user requirem
ents and are described

 in tu
rn.

•
U

ser In
teraction

: Interaction w
ith the hum

an user like the op
erator or system

 exp
ert of

the T
D

A
Q

 system

•
In

itialization
 an

d
 sh

u
td

ow
n

: Initialisation of T
D

A
Q

 hardw
are and

 softw
are com

ponents
is foreseen. T

he op
erational status of system

 com
ponents m

ust be verified and
 the initial-

isation of these com
ponents in the requ

ired
 sequ

ence is ensured
. Sim

ilar consid
erations

are required
 for the shutdow

n of the system
.

•
R

u
n

 con
trol: System

 com
m

and
s have to be d

istributed
 to a range of several hu

nd
red

 to
thousand

 of clients program
s. T

he control su
b-p

ackage is responsible for the com
m

and
d

istribution and
 the required

 synchronisation betw
een the T

D
A

Q
 sub-system

s and d
etec-

tors. 

•
E

rror h
an

d
lin

g: M
alfu

nctions can interru
pt system

 op
erations or d

eteriorate the quality
of physics d

ata. It is the task of the control su
b-package to id

entify such m
alfunctions. If

requ
ired

 the system
 w

ill then perform
 autonom

ously recover operations and
 assist the

op
erator w

ith d
iagnostic inform

ation.

•
V

erification
 of S

ystem
 statu

s: T
he control and su

pervision package is responsible to ver-
ify the fu

nctionality of T
D

A
Q

 configu
ration or any su

bset of it.

•
P

rocess M
an

agem
en

t: Process m
anagem

ent functionality in a d
istribu

ted
 environm

ent is
p

rovided
. 

•
R

esou
rce M

an
agem

en
t: M

anagem
ent of shared

 hard
w

are and softw
are resources in the

system
 is provid

ed.

•
A

ccess M
an

agem
en

t: T
he control and

 su
pervision p

ackage p
rovid

es a general O
nline

softw
are safety service, responsible for T

D
A

Q
 user authentication and

 the im
plem

enta-
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tion of an access policy for p
reventing non-authorised

 users to corrup
t T

D
A

Q
 functional-

ity.

10.1.2
P

erform
an

ce and
 S

calability R
equ

irem
en

ts o
n th

e con
trol and

 sup
ervision

T
he control of the T

D
A

Q
 system

 w
ill be perform

ed
 in a hierarchically d

istribu
ted

 m
anner in so-

called local controllers. Their num
ber is estim

ated
 to be in the range of 500 to 2000. T

he resp
on-

sibilities of these controllers dep
end

s on its task in the T
D

A
Q

 system
 and

 in the d
etectors. Som

e
of these local controllers w

ill control the operation of hardw
are devices, others interact w

ith
large p

rocessing farm
s. A

 d
etailed

 explanation can be found
 in the chap

ter on Experim
ent C

on-
trol.

10.1.3
A

rch
itectu

re o
f C

o
ntro

l an
d S

up
ervisio

n

T
he C

ontrol and
 su

pervision p
ackage is d

ivid
ed

 into a nu
m

ber of sub-packages as show
n in 

Figu
re

10-1.

F
ig

u
re

10-1  T
he O

rganization of the C
ontrol and S

upervision package

T
he fu

nctionality d
escribed

 in Section
10.1.1, "Functionality of the C

ontrol and
 Sup

ervision" has
been distributed to several d

istinct sub-packages:

•
T

he U
ser Interface (U

I) for interaction w
ith the operator

•
T

he Supervision for the control of the d
ata-taking session includ

ing initialization and
shu

td
ow

n, and for error hand
ling

•
T

he V
erification fram

ew
ork for analysis of the system

 status

•
T

he P
rocess M

anagem
ent for the handling of p

rocesses in the d
istributed

 com
p

uting en-
vironm

ent

•
T

he R
esou

rce M
anagem

ent for coordination of the access to shared resou
rces

•
T

he A
ccess M

anagem
ent for provid

ing authentication and
 authorisation w

hen necessary

C
ontrol

O
perator

U
I

S
upervision

V
erification

A
ccess 
M

gm
t

P
rocess 
M

gm
t

R
esource 
M

gm
t

and supervision
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10.1.3.1
In

teractio
n o

f the C
o

n
tro

l an
d

 S
u

p
ervisio

n
 S

ystem
 w

ith o
ther O

n
lin

e S
W

 packag
es

T
he C

ontrol and
 Sup

ervision package interacts w
ith the other O

nline Softw
are packages as 

show
n in Figure

10-2. T
he D

atabases p
ackage is u

sed to d
escribe the system

 to be controlled. 
T

his includ
es in particular the configuration of T

D
A

Q
 Partitions, T

D
A

Q
 Segm

ents and T
D

A
Q

 
R

esources. The Inform
ation Sharing p

ackage p
rovides the infrastructure to obtain and pu

blish 
inform

ation on the status of the controlled
 system

, to report and receive error m
essages and

 to 
p

ublish results for interaction w
ith the operator.

F
igu

re
10-2  Interaction of the C

ontrol package w
ith other O

nline S
oftw

are packages 

10.1.3.2
U

ser In
terface

T
he U

ser In
terface (U

I) provid
es an integrated view

 of the T
D

A
Q

 system
 to the operator and

 
shou

ld
 be the m

ain interaction p
oint. It is foreseen to provid

e a flexible and
 extensible U

I that 
can accom

m
odate p

anels im
plem

ented
 by the detectors or T

D
A

Q
 system

s.

W
eb based technologies w

ill be used
 in particular for the access to the system

 for off site u
sers 

and text based
 u

tilities w
ill be p

rovided
 in ad

dition. O
ther technologies are u

nd
er 

consid
eration. 

10.1.3.3
S

up
ervision

 an
d V

erificatio
n 

T
he S

u
p

ervision
 sub-package realizes the essential fu

nctionality of the C
ontrol p

ackage. T
he 

sub-package itself has a coord
inating role and

 interfaces via a L
ocal C

ontroller to other TD
A

Q
 

system
 or detector specific controllers. V

ia the U
ser Interface su

b-package it p
rovides to the 

O
perator all T

D
A

Q
 control facilities. T

hese are expressed
 as interfaces in Figure

10-3 and
 

d
iscussed

 below
 in m

ore d
etails.

Several m
ain functionality d

om
ains have been id

entified: the Setup is concerned
 w

ith the 
initialization and

 the verification of the system
, the R

un Supervisor is resp
onsible for the d

ata-
takin

g activity and the E
rror H

andling w
ith the error response and

 the recovery from
 system

 
failu

res.

T
he Setup

is responsible for 

•
initialization of T

D
A

Q
 hard

w
are and

 softw
are com

ponents, bringing TD
A

Q
 p

artition 
to the state w

hen it can accept R
u

n com
m

and
s.

•
re initialization of a p

art of the T
D

A
Q

 partition 

•
shutting the TD

A
Q

 partition d
ow

n gracefu
lly

D
atabases 

C
ontrol and

G
et O

bject

G
et/P

ublish Inform
ation

R
eport/R

eceive 
E

rror
S

elect 
C

onfiguration

Inform
ation

S
ubscribe to D

ata C
hanges

 S
haring

S
upervision
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T
he R

un Supervisor
is responsible for

•
controlling the R

un by accep
ting com

m
and

s from
 the user and

 sending com
m

ands to 
T

D
A

Q
 sub-system

s 

•
analysing the statu

s of controlled
 su

b-system
s and p

resenting the statu
s of the w

hole 
T

D
A

Q
 to the O

p
erator

T
he E

rror H
andling is con

cern
ed w

ith

•
an

alysing run-tim
e error m

essages com
in

g from
 T

D
A

Q
 sub-system

s

•
d

iagnosing p
roblem

s, proposing recovery actions to the op
erator or p

erform
ing 

au
tom

atic recovery if requested

M
ost of the above defined

 fu
nctionality can resid

e on the local controller and
 be extend

ed
 by 

d
efining sp

ecific policies w
hich the T

D
A

Q
 su

b-system
s and d

etector exp
ert d

evelopers 
im

p
lem

ent. C
urrently a rule based E

xpert System
 is the preferred d

esign choice .

T
he V

erification
 su

b-package is responsible for the verification of the functionality of the 
T

D
A

Q
 system

 or any subset of it. It u
ses d

evelop
er’s know

led
ge to organize tests in sequ

ences, 
analyse test results, d

iagnose problem
s and

 provide a conclusion about the functional state of 
T

D
A

Q
 com

ponents. A
n expert system

 is a likely d
esign choice for know

led
ge representation 

and
 reasoning.

F
ig

u
re

10-3  Interfaces of the S
upervision and V

erification sub-packages

A
 T

D
A

Q
 sub-system

 d
eveloper im

plem
ents and d

escribes tests w
hich are used

 to verify any 
SW

 or H
W

 com
ponent in a configu

ration. T
his includ

es also com
p

lex test scenario, w
here the 

com
ponent functionality is verified

 by the sim
ultaneous execu

tion of p
rocesses on several 

hosts. The su
b-system

 uses the Process M
anagem

ent su
b-package for the execution of tests.

T
he V

erification su
b-p

ackage is used by the Su
pervision to verify the state of the T

D
A

Q
 

com
ponents du

ring initialization or recovery operations. It can also be u
sed

 d
irectly by the 

O
p

erator via U
I, as it is show

n on Figu
re

10-3.

T
est

Local C
ontroller

S
etup

R
un S

upervision

 sub-system
 

O
perator (via U

I)
V

erify F
unctionality

T
D

A
Q

 E
xpert

P
olicy/K

now
ledge

S
upervision 

V
erification 

E
rror H

andling
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10.1.3.4
P

ro
cess, A

ccess an
d R

eso
urce M

an
ag

em
ent system

s 

T
he V

erification and
 Sup

ervision su
b-packages connect via interfaces to other C

ontrol su
b-

p
ackages, as show

n in Figu
re

10-4.

F
igu

re
10-4  Interfaces of the P

rocess m
anagem

ent, resource M
anagem

ent and the A
ccess M

anagem
ent

T
he P

rocess M
an

agem
en

t provid
es basic process m

anagem
ent functionality in a d

istributed
 

environm
ent. T

his fu
nctionality includ

es starting, stopping and
 m

onitoring p
rocesses on 

d
ifferent T

D
A

Q
 hosts.

T
he R

esou
rce M

an
agem

en
t is concerned

 w
ith the allocation of softw

are and hard
w

are 
resou

rces betw
een running partitions. It prevents the operator from

 p
erform

ing op
erations on 

resou
rces w

hich are allocated
 to other users.

T
he A

ccess M
an

agem
en

t is a general O
nline “softw

are safety“ service, responsible for TD
A

Q
 

u
ser au

thentication and im
plem

entation of an access p
olicy, in ord

er to d
isable non-au

thorised 
p

ersons to corrupt eventually T
D

A
Q

 functionality.

10.1.4
P

rototype E
valuation

M
ain parts of the required

 functionality for the final system
 have been evaluated

 in the p
roto-

type im
p

lem
entation of the O

nline System
 [10-4].

•
A

 R
un C

ontrol im
plem

entation is based
 on a State M

achine m
od

el and u
ses the State m

a-
chine com

p
iler C

H
SM

 as u
nd

erlying technology.

•
A

 Supervisor is m
ainly concerned w

ith process m
anagem

ent. It has been build
 u

sing
O

pen Sou
rce expert system

 C
L

IP
S.

•
A

 verification system
, D

V
S, perform

s tests and
 provid

es d
iagnosis. It is again C

L
IP

S
based

.

•
A

 Java based
 graphical U

ser Interface, IG
U

I

•
P

rocess M
anagem

ent and R
esou

rce M
anagem

ent are im
plem

ented
 based on other com

-
p

onents provid
ed

 by the other current im
plem

entation of the O
nline Softw

are p
ackages.

S
tart/S

top

Lock/U
nlock

A
uthenticate

A
uthorize

M
onitor

P
rocess 
M

gm
t

R
esource 
M

gm
t

A
ccess 
M

gm
t

V
erification

S
upervision

U
I
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L
arge Scale scalaility tests have been perform

ed [10-3] to verify the functionality of the p
roto-

type [10-4]. It could
 be show

n that a test configuration in the range of the foreseen system
 can

successfu
lly be controlled

. 

Som
e plot form

 the scalability test

M
ore description of the scalability test

For the final system
 a new

 evaluation of exp
ert system

 technologies has been started
. C

LIPS has
been evaluated in the prototype im

plem
entation and

 related
 produ

cts like Jess, a sim
ilar im

ple-
m

entation based
 on Java and

 the com
m

ercial alternative E
clise by H

aley. Inc. are stud
ied

.

In the evalu
ation w

e have also investigated other alternatives, like scripting based solutions. W
e

have stud
ied

 the use of SM
I++

, a scrip
ting language for the d

escription of interaction state m
a-

chines, w
hich is used

 by several H
E

P experim
ents. Furtheron w

e have consid
ered a possible im

-
plem

entation based
 on other scripting languages like P

ython. W
hile each of these ap

proaches
has its particular m

erits, our evalu
ation show

ed
 that the C

L
IPS based

 solution is better suited
for our environm

ent and
 is the favoured

 im
plem

entation choice.

10.2
D

atabases

T
he T

D
A

Q
 system

s and d
etectors require several p

ersistent services to access d
escription of the

configu
ration u

sed
 for the d

ata taking as w
ell as to store the cond

itions u
nd

er w
hich the d

ata
w

ere taken. T
he online softw

are p
rovid

es com
m

on solu
tions for su

ch services taking into ac-
cou

nt requ
irem

ents com
ing from

 the T
D

A
Q

 system
s and

 d
etectors.

10.2.1
Fu

nction
ality of th

e D
atab

ases

T
here are three m

ain persistent services proposed
 by the online softw

are:

•
the con

figu
ration

 d
atab

ases to p
rovid

e the descrip
tion of the system

 configu
rations,

•
the on

lin
e b

ook
k

eep
er to log op

erational inform
ation and annotation,

•
the con

d
ition

s d
atab

ases in
terface to store and

 read
 cond

itions under w
hich data w

ere
taken.

10.2.1.1
C

on
figu

ratio
n

 D
atab

ases

T
he configuration d

atabases are u
sed

 to provid
e overall descrip

tion of the T
D

A
Q

 system
s and

d
etectors hard

w
are and

 softw
are. It inclu

des descrip
tion of p

artitions d
efined

 for the system
and

 param
eterized

 for d
ifferent types of runs d

escribing the hard
w

are and
 softw

are used by a
given partition and

 their p
aram

eters.

T
he configuration d

atabases are organized
 in accord

ance w
ith the actual hierarchy of the TD

A
Q

system
 and

 d
etectors. The configuration databases give a possibility for each TD

A
Q

 system
 and

d
etector to d

efine their ow
n form

at of the d
ata (i.e. the d

atabase schem
a), to define the d

ata
them

selves and to share the schem
a and

 the d
ata w

ith others. T
he configuration d

atabases p
ro-

vid
e graphical user interfaces to brow

se the data by any hu
m

an user and
 to m

od
ify the d

ata by
authorized hu

m
an experts. T

he configu
ration databases give possibility to generate data access
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libraries w
hich hide the technology used

 for the d
atabases im

plem
entation and can be used by

any T
D

A
Q

 or d
etector application to read

 the configuration descrip
tion or to be notified

 in case
of it’s changes. A

n ap
plication started

 by the au
thorized

 expert can use the d
ata access libraries

to generate or to m
od

ify the d
ata.

T
he configuration d

atabases provid
e efficient m

echanism
 for fast access to the d

ata for hu
ge

num
ber of clients du

ring data taking. T
hey do not store the history of the d

ata changes but pro-
vide archiving options. C

onfigu
ration data w

hich are im
p

ortant for offline analysis m
u

st be
stored

 in the conditions d
atabases.

10.2.1.2
O

n
lin

e B
o

okkeeper

T
he online bookkeeper is the system

 responsible for the online storage of relevant operational
inform

ation and
 configu

ration d
escrip

tion provid
ed by the T

D
A

Q
 system

s and
 detectors. The

O
BK

 organizes the stored
 data on a p

er-run basis and
 provid

es querying facilities.

T
he online bookkeeper provid

es grap
hical user interfaces to allow

 hum
an users to brow

se con-
tents of the record

ed inform
ation or append such inform

ation. The ap
pend

 access is lim
ited

 for
au

thorized
 u

sers only. Sim
ilarly, the online bookkeeper provid

es ap
plication program

m
ing in-

terfaces for user applications to brow
se the inform

ation or to append annotations.

10.2.1.3
C

on
d

itio
ns D

atab
ases Interfaces

T
he T

D
A

Q
 system

s and
 d

etectors use the conditions d
atabases to store cond

itions w
hich are

im
portant for the offline reconstruction and

 analysis. T
he cond

itions d
ata are varying w

ith tim
e

and p
hysical param

eters such as tem
p

erature, pressure and
 voltage. These cond

itions are stored
w

ith a valid
ity range (typically tim

e or run nu
m

ber) and
 retrieved

 using tim
e or ru

n num
ber as

a key.

T
he conditions d

atabases are im
p

lem
ented

 and su
pported by the offline softw

are group. The
online softw

are grou
p p

rovid
es application p

rogram
m

ing interfaces for all T
D

A
Q

 system
s and

d
etector applications and

 m
echanism

s to insure required
 perform

ance d
u

ring d
ata taking runs.

rem
ark: details of the functionality of the C

onditions D
atabase interface are still under discussion and the

therefore the content of the explication given above m
ay change.

10.2.2
P

erfo
rm

an
ce an

d S
calability R

eq
uirem

ents o
n the D

atabases 

rem
ark: T

he perform
ance and scalability requirem

ents to the databases provided by the online softw
are are

not finalized by the users at the m
om

ent of the docum
ent w

riting.

10.2.2.1
C

on
figu

ration
 D

atab
ases

T
he perform

ance and scalability requirem
ents to the configu

ration d
atabases are strongly de-

p
end

ent on the strategies chosen by the T
D

A
Q

 system
s and detectors to get the configuration to

their ap
plications. For d

etectors, R
O

S, LV
L

1 and
 D

C
 the nu

m
ber of ap

plications read
ing the

configuration d
atabases is d

efined by the num
ber of ru

n controllers and
 su

pervisors, and
 it is

less than 700 in total. For LV
L

2 it d
epends on the size of the system

 and
 varies from

 100 to 1000.
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For E
F the situ

ation is not d
efined

 yet and the nu
m

ber of d
atabase clients in the w

orse scenario
can O

(10 4), if each p
rocessing task w

ill read configuration d
escription itself.

rem
ark: W

hat should w
e say about D

C
S?

T
he configu

ration inform
ation can be sp

lit on several non overlapp
ing d

om
ains. The com

p
lete

configu
ration d

escription is required
 only to few

 applications in the system
, w

hile m
ost others

require to read
 only a sm

all fraction of it. E
ach T

D
A

Q
 system

 and
 d

etector in a w
orse scenario

requires not m
ore than O

(10
2) M

Bytes of configuration d
ata and m

axim
u

m
 nu

m
ber of clients

per system
 and

 detector is lim
ited by O

(10 2) excep
t E

F.

T
he configu

ration data are read
 once d

uring starting of the d
ata taking and

 an acceptable tim
e

to get full configu
ration for the w

hole system
 is arou

nd
 one m

inute. D
uring the data taking of

physics data the configuration m
ay slightly be changed

 and an acceptable tim
e to get the con-

figuration changes by registered
 app

lications is several second
s. T

he configuration can be
changed consid

erably du
ring sp

ecial calibration runs. T
he m

axim
u

m
 rate required

 in this case
is 10 M

bytes prod
uced in one hour.

10.2.2.2
O

n
lin

e B
o

okkeep
er

rem
ark: no final requirem

ents yet

10.2.2.3
C

on
ditio

ns D
atab

ases

rem
ark: requirem

ents to be w
ritten

10.2.3
A

rch
itectu

re o
f D

atab
ases

rem
ark: the content of this paragraph m

ay be m
oved to Section

10.2.1, "Functionality of the D
atabases".

10.2.3.1
C

on
figu

ratio
n

 d
atab

ases

T
he C

onfD
B

 (C
onfigu

ration D
atabases) p

rovide u
ser and app

lication program
m

ing interfaces.

V
ia a u

ser interface the softw
are d

eveloper defines the d
ata object m

odel (i.e. the database sche-
m

a) d
escribing required

 configurations. T
he exp

ert u
ses the interface to m

anage d
atabases, to

pu
t the system

 descrip
tion and

 to d
efine configurations, w

hich can be brow
sed

 by a user.

A
 T

D
A

Q
 or d

etector app
lication accesses databases via d

ata access libraries (D
A

L). A
 D

A
L

 is
generated

 by the softw
are developer for a part of the defined

 object m
odel relevant to his su

b-
system

. T
he D

A
L

 is used
 by any process required

 to get the configuration descrip
tion or to re-

ceive a notification in case of it’s changes. A
lso, the D

A
L

 is u
sed

 by an expert process need
ed

 to
produ

ce the configuration d
ata.

T
he C

onfD
B

 system
 contains the follow

ing classes:

•
C

on
fD

B
 R

ep
ository - d

efines low
-level interfaces to m

anip
ulate the configuration d

ata-
bases includ

ing d
atabases m

anagem
ent, schem

a and
 d

ata d
efinitions and

 notification
subscrip

tion on d
ata changes
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•
C

on
fD

B
 U

I (U
ser Interface) - d

efines u
ser interface for object m

od
el d

efinition, configura-
tions d

efinition, database brow
sing and

 popu
lation by hu

m
an actors

•
C

on
fD

B
 D

A
L

 G
en

erator - d
efines interface to p

rod
uce D

A
L

•
C

on
fD

B
 D

A
L

 - d
efines interfaces for configurations selection, read

ing and
 w

riting con-
figuration objects and su

bscription for notifications on data changes by the user and ex-
p

ert processes (to receive notification a process shall realize C
on

fD
B

 D
ata M

on
itor

interface)

T
he C

on
fD

B
 R

ep
ository class d

efines interfaces above a D
B

M
S u

sed
 for im

plem
entation and 

hid
es any specific d

etails, so any other C
onfD

B
 classes shall never use D

B
M

S-specific m
ethod

s 
d

irectly.

T
he Figure

10-1 show
s interfaces provided

 by the configu
ration d

atabases and
 their users.

10.2.3.2
O

n
lin

e b
oo

kkeep
er

T
he O

B
K

 provid
es several interfaces to its services, being that som

e of them
 are hum

an orient-
ed

, w
hile others are A

p
plication P

rogram
m

ing Interfaces (A
PIs) to allow

 interfacing w
ith client

app
lications. T

he access to these interfaces d
epends on the u

ser’s (hu
m

an or system
 actor) p

riv-
ileges.

F
igu

re
10-5  C

onfiguration databases users and interfaces

C
o

n
fD

B

U
ser P

rocess

N
otify D

ata

R
ep

o
sito

ry
C

o
n

fD
B

D
A

L

<<
interface>>

C
o

n
fD

B
 D

ata
M

o
n

ito
r

C
hanges

S
ubscribe D

ata
C

hanges

N
otify O

bjects
C

hanges

S
ubscribe O

bjects
C

hanges
S

elect
C

onfiguration

G
et O

bject

P
ut O

bject

E
xpert P

rocess

C
o

n
fD

B
U

I

G
et

D
ata

P
ut

D
ata

G
et S

chem
a

P
ut S

chem
a

C
o

n
fD

B
 D

A
L

G
en

erato
r

<
<produces>

>
D

efine
O

bject M
ode l

S
W

 D
eveloper

M
ake D

A
L

U
ser

E
xpert

D
efine

C
onfiguratio n

B
row

se

P
ut O

bject

M
anage
D

B
s
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T
he O

B
K

 uses as persistency backbone the C
ond

itions and
 Tim

e-V
arying offline d

atabases serv-
ices. In this sense, it cou

nts on those services to provide the necessary m
eans to store and

 re-
trieve coherently data that changes in tim

e and of w
hich there m

ay exist several versions (e.g.
configu

rations). In Figu
re

10-2 it is possible to observe the logical subd
ivision of the O

B
K

 sys-
tem

 into abstract classes. O
f these, the m

ain ones are:

•
O

B
K

 R
ep

ository - d
efines the basic m

ethod
s to allow

 the storing, m
od

ifying and
 read

ing
of online log d

ata, as w
ell as the m

ethods to set the O
BK

 acqu
isition m

od
e and

 also to re-
quest log d

ata from
 the several T

D
A

Q
 processes provid

ing them
. It allow

s a hum
an or

system
 actor to start or stop the acquisition of log data. In order to becom

e a log d
ata p

ro-
vider a TD

A
Q

 app
lication w

ill have to realize the O
B

K
 L

og In
form

ation
 P

rovid
er inter-

face. T
his interface w

ill allow
 a T

D
A

Q
 application to accep

t su
bscriptions for log

inform
ation from

 the O
BK

, as w
ell as for the O

B
K

 to access log inform
ation in a TD

A
Q

app
lication;

•
O

B
K

 B
row

ser - this is the class responsible for p
roviding the necessary querying func-

tionality for the O
B

K
 d

atabase. Since the data brow
sing and data annotation functions are

tightly cou
pled

, the class also inclu
d

es functionality to ad
d annotations to the database;

•
O

B
K

 A
d

m
in

istrator - the O
BK

 A
dm

inistrator class p
rovid

es to the users w
hich are grant-

ed
 enou

gh privileges the functionality to alter (delete, m
ove, renam

e) parts or all of the
O

BK
 d

atabase. These u
sers also given the p

ossibility of changing the O
BK

 acquisition
m

ode (e.g. d
ata sou

rces, filters for the d
ata sou

rces).

A
part from

 the m
ain classes d

epicted
 in Figure

10-2, O
BK

’s architectu
re also inclu

des four other
classes (not show

n in the diagram
 for reasons of clarity): O

B
K

 U
I B

row
ser and

 O
B

K
 B

row
ser

A
P

I both inherit from
 the O

BK
 B

row
ser class and

 d
efine the hum

an client oriented and
 the ap-

plication client oriented
 versions of that class; the sam

e thing happens for the O
B

K
 U

I A
d

m
in

-
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istrator 
and

 
the 

O
B

K
 

A
d

m
in

istrator 
A

P
I 

classes 
w

hich 
d

efines 
the 

hu
m

an 
client 

and
app

lication client oriented versions on the O
BK

 A
d

m
inistrator class.

10.2.3.3
C

on
d

itio
ns D

atab
ase In

terface

to be clarified after D
atabases w

orkshop and the follow
ing w

orkshop on ‘non-event-databases’

10.2.4
A

p
plicatio

n o
f D

atab
ases by th

e TD
A

Q
 S

u
b

-system
s

U
sage of the d

atabases by the other T
D

A
Q

 system
s, concentrating on d

ifferences w
ith general

u
se.

Should be provided by T
D

A
Q

 system
s

10.2.5
P

rototype E
valuation

10.2.5.1
C

on
figu

ration
 D

atab
ases

T
he p

rototype [10-4] of the configu
ration d

atabases is im
p

lem
ented on top of the O

K
S persistent

in-m
em

ory object m
anager. It allow

s to store the database schem
a and

 d
ata in m

u
ltip

le X
M

L

F
igu

re
10-6  O

B
K

 users and interfaces

O
B

K
B

ro
w

ser

U
ser

U
ser P

rocess

O
B

K
R

ep
o

sito
ry

O
fflin

eD
B

L
ib

rary

O
B

K
A

d
m

in
istrato

r

E
xpert

E
xpert P

rocess

T
D

A
Q

 P
rocess

D
efine acquisition m

ode
and adm

inistrate log data
B

row
se and annotate

log data

S
tart/S

top

S
ubscribe

N
otify

B
row

se

A
dm

inistrate

S
et acquisition m

ode

A
nnotate

<<
interface>

>
O

B
K

 L
o

g
 In

fo
P

ro
vid

er

G
et Info

<<
im

port>
>
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files of w
hich su

bset can be com
bined

 to get a com
plete d

escrip
tion. T

he access to the configura-
tion d

escription can be m
ad

e via file system
 (C

++
 interface) and

 via ded
icated

 rem
ote d

atabase
server built on top of IL

U
 (freew

are C
O

R
B

A
 im

p
lem

entation) and tested for C
+

+ and Java inter-
faces.

B
elow

 there are results obtained
 d

uring online softw
are perform

ance and
 scalability tests [10-3]:

T
he tests w

ith direct access of the configu
ration via com

m
on afs file system

 had
 show

n good
scalability and

 perform
ance and such ap

proach can be u
sed

 if a com
m

on file system
 w

ill be
available. T

he graphs of the tests w
ith access via the rem

ote d
atabase server indicate the

nu
m

ber of the servers w
hich need

 to be started dep
end

ing on nu
m

ber of clients, am
ount of d

ata
they read

 and
 tim

e requ
irem

ents.

T
he proposed architecture of the configuration d

atabases allow
s to sw

itch betw
een im

plem
en-

tation technologies w
ithout affecting u

ser cod
e. O

ther d
atabase technologies are stu

died
 as p

os-
sible alternative of the one used

 in the prototype includ
ing relational databases like M

ySQ
L and

O
R

A
C

LE
 w

ith p
ossible object extensions and

 the PO
O

L
 p

roject sup
ported

 by C
E

R
N

 IT d
ivi-

sion.

10.2.5.2
O

n
lin

e B
o

okkeep
er

T
he prototyp

e of the online bookkeeper w
as im

plem
ented

 on O
K

S persistent in-m
em

ory object
m

anager and
 M

ySQ
L freew

are im
plem

entation of relational d
atabase m

anagem
ent system

. R
e-

sults obtained
 w

ith the cu
rrent M

ySQ
L

 im
p

lem
entation d

uring perform
ance and

 scalability
tests [10-3] have show

n, that it allow
s to reach a rate of 20 K

B
ytes per second w

hen storing m
on-

itoring data (100 bytes per d
ata item

) prod
u

ced
 by up

 to 100 p
rovid

ers.

rem
ark: no technology evaluation, w

e w
ill use offline solution for C

onditions &
 Tim

e-V
arying databases

10.2.5.3
C

on
ditio

ns D
atab

ases In
terfaces

rem
ark: w

e have no prototype of the Interface, there is prototype of the C
onditions D

atabases only. Should
w

e m
ention it?

F
ig

u
re

10-7  T
he results of the configuration databases perform

ance and scalability tests

N
um

ber of clients (1-200)

Tim
e

R
ead
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 5 M
B

ytes o
f d

ata
via afs file system

N
um

ber of clients (1-1200)

Tim
e

R
ead

in
g 20 K

B
ytes o

f d
ata

via database server

N
um

ber of clients (1-200)

Tim
e

R
ead

in
g

 5M
 B

ytes o
f d

ata
via database server
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10.3
In

form
atio

n S
haring

T
he choice of nam

e for this section is not final. A
 possible alternative could be “M

onitoring services”.
T

his w
ould then be applied to the w

hole of the docum
ent w

here one talks about these services.

T
here are several areas w

here inform
ation sharing is necessary in the T

D
A

Q
 system

: synchroni-
sation betw

een processes, error reporting, operational m
onitoring, physics event m

onitoring,
etc. T

he O
nline Softw

are provid
es a num

ber of services w
hich can be used

 to share inform
ation

betw
een T

D
A

Q
 softw

are applications. T
his chap

ter w
ill d

escribe the architecture and
 p

rototype
im

plem
entation of these services.

10.3.1
F

un
ction

ality of the Inform
ation

 S
haring

 S
ervices

A
ny T

D
A

Q
 softw

are ap
plication m

ay prod
uce inform

ation w
hich is of interest for the other

T
D

A
Q

 app
lications. T

he first application w
ill be called

 in this chapter Inform
ation Provid

er, the
later ones w

ill be called Inform
ation C

onsum
ers, w

hich ind
icates that they are users of the in-

form
ation. A

ny T
D

A
Q

 softw
are application m

ay be Inform
ation P

rovider and
 Inform

ation
C

onsu
m

er at the sam
e tim

e. T
he m

ain responsibility of the Inform
ation Sharing services is:

•
transportation of the inform

ation from
 the Inform

ation P
roviders to the Inform

ation C
on-

sum
ers

•
d

elivery of inform
ation requests from

 the Inform
ation C

onsum
ers to the Inform

ation Pro-
vid

ers.

Figure
10-8 show

s m
ain interactions w

hich provid
ers and

 consum
ers m

ay have w
ith the Infor-

m
ation Sharing services.

10.3.2
P

erfo
rm

an
ce and scalability requ

irem
en

ts on
 Inform

ation S
haring

It is exp
ected

 that the T
D

A
Q

 system
 w

ill contain about O
(10

3) processes. Each of those process-
es can p

rod
uce inform

ation of d
ifferent types. T

herefore each Inform
ation Sharing service shall

be able to serve O
(10

3) Inform
ation Produ

cers sim
ultaneou

sly. 

T
he num

ber of Inform
ation C

onsu
m

ers for any single inform
ation item

 is exp
ected

 to be abou
t

O
(1) processes. Therefore each Inform

ation Sharing service shall be able to serve O
(1) Inform

a-
tion C

onsu
m

ers of each inform
ation item

 sim
u

ltaneously.

T
he tim

e to transport a single inform
ation object from

 the Inform
ation Provid

er to all the inter-
ested

 Inform
ation R

eceivers shall be abou
t O

(1) m
illisecond

s.

F
ig

u
re

10-8  Inform
ation S

haring in the T
D

A
Q

 system

Inform
ation

C
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su
m
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Info

rm
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P
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10.3.3
A

rch
itectu

re o
f In

fo
rm

ation
 S

h
aring

 S
ervices

T
he O

nline Softw
are provides four services to handle different typ

es of shared
 inform

ation.
E

ach service offers the m
ost appropriate and

 efficient fu
nctionality for a given inform

ation typ
e

and
 p

rovid
es sp

ecific interfaces for both Inform
ation P

roviders and C
onsu

m
ers. Figure

10-9
show

s the existing services.

T
he Inter Process C

om
m

un
ication (IPC

) is a basic com
m

unication service w
hich is com

m
on for

all the other O
nline Softw

are services. It defines high-level A
P

I for the distributed object im
ple-

m
entation and

 for rem
ote object location. A

ny d
istributed

 object in the O
nline Softw

are services
has com

m
on basic m

ethod
s w

hich are im
plem

ented
 in the IPC

. In add
ition the IPC

 im
plem

ents
partitioning, allow

ing to run several instances of the O
nline Softw

are services in different
T

D
A

Q
 Partitions concurrently and fully ind

ependently.

10.3.3.1
In

form
atio

n S
ervice

T
he Inform

ation Service (IS) allow
s softw

are app
lications to exchange user-defined

 inform
a-

tion. Figure
10-10 show

s interfaces provid
ed

 by the IS.

A
ny Inform

ation P
rovid

er can m
ake his ow

n inform
ation publicly available via the P

ublish in-
terface. T

hen there are tw
o possibilities. T

he Inform
ation Provid

er, w
hich d

oes not im
p

lem
ent

the InfoProvid
er interface, has to inform

 the IS about all the changes of the inform
ation via the

U
pd

ate interface. T
he Inform

ation P
rovider, w

hich im
plem

ents the InfoProvid
er interface, u

p-

F
ig

u
re

10-9  Inform
ation S

haring services

F
ig

u
re

10-10  Inform
ation S

ervice interfaces
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S
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d
ates the inform

ation only w
hen it is exp

licitly requ
ested by the IS via the Send C

om
m

and in-
terface.

T
here are also tw

o types of Inform
ation C

onsu
m

ers. O
ne can access the inform

ation by request
via the G

et Info interface. T
his one d

oes not need
 to im

plem
ent the InfoC

onsum
er interface. The

Inform
ation C

onsu
m

er, w
hich im

plem
ents the InfoC

onsum
er interface, is inform

ed
 abou

t
changes of the inform

ation, for w
hich it su

bscribed
 via the Subscribe interface.

10.3.3.2
E

rro
r R

epo
rtin

g S
ervice

T
he E

rror R
eporting Service (ER

S) provides transportation of the error m
essages from

 the soft-
w

are applications w
hich d

etect these errors to the applications w
hich are responsible for their

hand
ling. Figu

re
10-11 show

s interfaces p
rovided

 by the E
rror R

eporting Service.

A
n Inform

ation Provid
er can send

 the error m
essage to the ER

S via the Send Error interface.
T

his interface can be u
sed by any app

lication w
hich w

ants to rep
ort an error. In ord

er to receive
the error m

essages an Inform
ation C

onsu
m

er has to im
plem

ent the ErrorR
eceiver interface and

construct the criteria w
hich defines w

hat kind
 of m

essages it w
ants to receive. T

his criteria has
to p

assed to the E
R

S via the Subscribe interface.

10.3.3.3
O

n
lin

e H
isto

g
ram

m
in

g
 S

ervice

T
he O

nline H
istogram

m
ing Service (O

H
S) allow

s applications to exchange histogram
s. The

O
H

S is very sim
ilar to the Inform

ation Service. T
he difference is that the inform

ation w
hich is

transported
 from

 the Inform
ation Provid

ers to the Inform
ation R

eceivers has p
re-defined

 for-
m

at. Figu
re

10-12 show
s interfaces provid

ed by the O
nline H

istogram
m

ing Service.

T
he O

H
S sub-package w

ill p
rovid

e also a hum
an user interface in a form

 of an ap
plication. T

his
app

lication is called H
istogram

 D
isp

lay and can be used
 by the TD

A
Q

 op
erator to d

isp
lay avail-

able histogram
s.

F
ig

u
re

10-11  E
rror R

eporting S
ervice interfaces
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10.3.3.4
E

ven
t M

o
nito

rin
g S

ervice

T
he E

vent M
onitoring Service (EM

S) is responsible for transportation of physical events or
event fragm

ents sam
pled

 from
 w

ell-d
efined

 p
oints in the d

ata flow
 chain to the softw

are app
li-

cations w
hich can analyse them

 in ord
er to m

onitor the state of the d
ata acqu

isition and
 the

quality of physics data of the experim
ent. Figu

re
10-13 show

s m
ain interfaces p

rovid
ed

 by the
E

vent M
onitoring Service. 

T
he application w

hich is able to sam
p

le events from
 a certain point of the data flow

 has to im
-

plem
ent the E

vent Sam
p

ler interface. W
hen the Inform

ation C
onsu

m
er requests the sam

ples of
events from

 that point, the E
M

S system
 ask the Inform

ation Provid
er via the Start Sam

pling in-
terface to start sam

pling process. The Inform
ation Provid

er sam
ples events and

 p
rovid

es them
to the E

M
S via the A

d
d E

vent interface. W
hen there are no m

ore Inform
ation C

onsum
ers inter-

esting in event sam
ples from

 that point of the data flow
 chain, the E

M
S system

 ask the Inform
a-

tion P
rovider via the Stop

 Sam
pling interface to stop sam

pling process.

T
here are also tw

o types of interfaces for the Inform
ation C

onsum
er. O

ne is a sim
p

le G
et inter-

face w
hich allow

s consum
er to ask event sam

ples one by one w
hen they becom

e necessary. T
his

Fig
u

re
10-12  O

nline H
istogram

m
ing S

ervice interfaces

F
ig

u
re

10-13  E
vent M

onitoring S
ervice interfaces
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interface w
ill be used

 for exam
p

le by the Event D
um

p ap
plication that im

plem
ents a hum

an
u

ser interface to the E
M

S system
. A

 second
 interface is based

 on the su
bscription m

odel. U
sing

it the Inform
ation C

onsum
er can ask the EM

S system
 to supp

ly the sam
ples of event as soon as

they are sam
p

led
 by the Inform

ation P
rovider. This interface is m

ore suitable for the m
onitoring

tasks w
hich need

 to m
onitor events for a long tim

e in ord
er to accu

m
u

late the necessary statis-
tics.

10.3.4
A

p
plicatio

n o
f In

fo
rm

ation
 S

h
aring

 S
ervices to th

e T
D

A
Q

 su
b

-system
s

U
sage of the inform

ation services by the other T
D

A
Q

 system
s, concentrating on differences w

ith general
use.

Should be provided by T
D

A
Q

 system
s

T
his sub-section should only exist if the inform

ation is not already covered in C
hapter 7, “M

onitoring”.

10.3.5
P

rototype evalu
atio

n

T
he prototype im

plem
entations have been d

one for all the Inform
ation Sharing services. T

hese
p

rototypes are aim
ing to proof the feasibility of the chosen d

esign and
 im

plem
entation technol-

ogy for the final T
D

A
Q

 system
, and

 to be used
 for the A

T
LA

S test beam
s. T

his chap
ter contains

d
escription of the services im

plem
entation along w

ith their p
erform

ance and
 scalability test re-

sults.

10.3.5.1
D

escrip
tio

n
 o

f the C
urren

t Im
plem

entatio
n

T
he O

nline Softw
are provid

es p
rototype [10-4] im

plem
entations for all the Inform

ation Sharing
services. E

ach service is im
plem

ented
 as a separate softw

are package w
ith both C

+
+ and

 Java
interfaces. A

ll the services are partitionable in a sense that it is possible to have several instances
of each service running concurrently and

 fully ind
ependently in d

ifferent T
D

A
Q

 partitions.

T
he Inform

ation Sharing services im
plem

entation is based
 on the C

om
m

on O
bject R

equ
est B

ro-
ker A

rchitectu
re (C

O
R

B
A

) defined
 by the O

bject M
anagem

ent G
rou

p (O
M

G
). C

O
R

B
A

 is a ven-
d

or-ind
ependent specification for an architecture and

 infrastructure that com
p

uter applications
u

se to w
ork together over netw

orks. T
he m

ost im
portant featu

res of the C
O

R
B

A
 are: object ori-

ented
 com

m
unication, inter-op

erability betw
een different program

m
ing langu

ages and
 d

iffer-
ent operating system

s, object location transparency.

10.3.5.2
P

erfo
rm

ance an
d scalab

ility o
f curren

t im
plem

en
tation

T
he m

ost exhaustive tests have been d
one for the Inform

ation Service w
hich provid

es the m
ost

general facility for the inform
ation sharing. The other services are im

plem
ented

 on the sam
e

technology and
 w

ill offer the sam
e level of perform

ance and scalability as the IS.

T
he test bed

 for the IS test consists from
 216 du

al-pentium
 PC

s w
ith p

rocessor frequency from
600 to 1000 M

H
z. [10-3] The IS has been set up

 on one ded
icated

 m
achine. A

nother 200 m
a-

chines have been used to run from
 1 to 5 Inform

ation Provid
ers on them

. Each Inform
ation Pro-

vider p
ublishes one inform

ation object at the start and then upd
ating it once per second

. The
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oftw
are

last 15 m
achines w

ere used
 to run 1, 5, 10 or 15 Inform

ation C
onsum

ers w
hich su

bscribe for all
the inform

ation in the IS. W
henever an Inform

ation P
rovider changes the inform

ation, this new
inform

ation w
as transported to all the Inform

ation C
onsum

ers.

T
he tim

e for transp
orting inform

ation from
 one Inform

ation Provid
er to all the subscribed

 In-
form

ation C
onsum

ers have been m
easu

red
. Figu

re
10-14 show

s the average of the m
easured

tim
e as a fu

nction of the nu
m

ber of Inform
ation Provid

ers w
orking concurrently.

10.4
R

eferen
ces 

10-1
O

nline Softw
are R

equ
irem

ents 
http

:/
/

atlas-onlsw
.w

eb.cern.ch/
atlas-on

lsw
/

d
ocu

m
ents/

d
ocu

m
ents_p

age.htm
 

10-2
O

nline Softw
are A

rchitectu
re

http
:/

/
atlas-onlsw

.w
eb.cern.ch/

atlas-on
lsw

/
d

ocu
m

ents/
d

ocu
m

ents_p
age.htm

10-3
Test R

ep
ort of L

arge Scale and
 P

erform
an

ce tests, Jan
u

ary 2003, in p
rep

aration

10-4
Su

m
m

ary d
ocu

m
ent u

sed
 as inp

u
t to the A

T
L

A
S T

P
R

 d
ocu

m
ent

A
ltas D

A
Q

-1 tech
nical notes

C
onference P

ap
ers

http
:/

/
atlas-onlsw

.w
eb.cern.ch/

atlas-on
lsw

/
d

ocu
m

ents/
d

ocu
m

ents_p
age.htm

10-5
N

otes on techn
ology evalu

ation - to be w
ritten

10-6
R

eferences to external d
ocu

m
ens on u

sed
 or evalu

ated
 technology 

F
ig

u
re

10-14  Tim
e spent to transport one inform

ation object from
 one Inform

ation P
rovider to a num

ber of
Inform

ation C
onsum

ers vs. the num
ber of concurrent Inform

ation P
roviders.
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11
D

C
S

T
he chapters of P

art 2 should contain the m
ajor com

ponents as identified by the architecture.

D
etails should be provided on design, im

plem
entation and supporting m

easurem
ents. For each com

po-
nent describe: the purpose/function/scope of the com

ponent, the perform
ance requirem

ents of the com
po-

nent, the architecture of the com
ponent, a proposed im

plem
entation, and perform

ance and validation
m

easurem
ents.

11.1
Intro

du
ctio

n

T
he princip

le task of D
C

S is to enable the coherent and
 safe operation of the A

T
LA

S d
etector.

Safety aspects are treated
 by D

C
S only at the least severe level. A

ll actions initiated
 by the oper-

ator and all errors, w
arnings and

 alarm
s concerning the hard

w
are of the d

etector are handled
by the D

C
S. C

oncerning the operation of the experim
ent, an intense interaction w

ith the D
A

Q
system

 is of prim
e im

p
ortance.

To be done...

+
 T

his introduction has to be expanded and w
ording be review

ed.

+
 D

escription of w
hat is contained in this chapter

11.2
O

rgan
izatio

n o
f th

e D
C

S

T
he architecture of the D

C
S and the technologies u

sed
 for its im

plem
entation are strongly con-

strained
 by environm

ental and
 fu

nctional reasons. The D
C

S consists of a distributed B
ack-E

nd
(B

E) system
 ru

nning on PC
s, w

hich w
ill be im

p
lem

ented w
ith a Sup

ervisory C
ontrol A

nd D
ata

A
cqu

isition system
 (SC

A
D

A
), and

 of the d
ifferent Front-E

nd
 (FE) system

s.

T
he D

C
S can be p

artitioned into vertical slices as show
n in figure X

X
X

 (ref to the p
ictu

re below
).

Su
ch a partition can be operated

 com
pletely indep

end
ent from

 other slices of the D
C

S and
offers full SC

A
D

A
 functionality to its u

sers. A
 vertical slice controls a su

bsystem
s of the A

T
L

A
S

d
etector, w

here a subsystem
 is d

efined
 as an arbitrary part of the detector, e.g. the high voltage

system
 of a su

bd
etector or the subd

etector itself.

T
he D

C
S FE instru

m
entation consists of a w

id
e variety of equ

ipm
ent, from

 sim
p

le front-end
 ele-

m
ents like sensors and

 actuators, up
 to com

p
lex com

puter system
s that are connected

 to the
SC

A
D

A
 stations by m

eans of standard fieldbu
ses. A

 SC
A

D
A

 run-tim
e d

atabase contains
records of all equipm

ent w
here the d

ata valu
es are stored. 

T
he equipm

ent of the D
C

S w
ill be geographically d

istribu
ted

 in three areas: the m
ain control

room
 at the surface of the installations, the u

nd
erground

 electronics room
s U

SA
15 and

 the
d

etector’s cavern, U
X

15. T
he SC

A
D

A
 com

ponent w
ill be distribu

ted over the tw
o first locations

w
hile the front-end

 equipm
ent w

ill be placed
 in U

SA
15, U

S15 and
 U

X
15 as show

n in figure
X

X
X

.
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X
X

X
 T

his figure has to be changed since LC
S appears instead of SC

Ss. X
X

X

X
X

X
 T

he follow
ing has to be sum

m
arized...som

e parts can be m
oved to the O

ther FE
 equipm

ent, i.e. non
E

LM
B

 stuff. X
X

X

U
X

15:

T
he Front-E

nd
 (FE

) electronics in U
X

15 (see figure 1.3) is exp
osed

 to rad
iation and

 to a strong
m

agnetic field
. The instru

m
entation in the cavern m

ust be radiation-hard or tolerant to levels of
1–10

5 G
y per year in the m

uon subd
etector and

 inner tracker, respectively. In the follow
ing, only

the D
C

S FE
 equipm

ent located
 ou

tsid
e of the calorim

eters in A
T

L
A

S w
here the dose rate is of

the order of 1 G
y/year w

ill be ad
d

ressed
. In ad

d
ition, d

epending on the location, a m
agnetic

field
 of up

 1.5 T
 has to be tolerated

.

T
he equ

ip
m

ent at this level consists of controllers, w
hich connect to the hard

w
are, either as sep-

arate m
od

ules or as m
icroprocessors incorporated

 in the front-end
 electronics. Field instrum

en-
tation like sensors and

 actuators w
ill be of various typ

es and
 it w

ill be tribu
tary to the

requirem
ents for the detector hard

w
are.

T
his equipm

ent is d
istribu

ted
 over the w

hole volu
m

e of the d
etector w

ith cable d
istances u

p to
200 m

. The d
istribu

tion u
nd

erground
 is governed

 by tw
o conflicting constraints. B

ecau
se of the

rad
iation level, the m

agnetic field and the inaccessibility at U
X

15 d
uring beam

 tim
e, the equip-

m
ent shou

ld
 be located

 in U
SA

15. H
ow

ever, com
p

lexity, cost and technical difficulties of
cabling su

ggest condensing the d
ata in U

X
15 and

 transferring only the results to U
SA

15. 

H
ard

w
are interlocks of com

p
onents w

ill be im
plem

ented w
herever need

ed
. This is the case, for

exam
ple, for autom

atic sw
itch off of the front-end electronics of the p

ixel detector in case of
problem

s of its cooling system
, or for autom

atic ram
p-dow

n of high voltages in p
resence of

over-currents. T
he operation of interlocks m

u
st be ensured

 even in the case of pow
er failure and

therefore m
ost of the interlock system

s have to be fed
 by U

ninterru
ptable Pow

er Supp
lies.

R
em

ote sensing and
 actu

ator equ
ip

m
ent at the d

etector level and
 in the electronics crates and

ancillary equipm
ent, su

ch as safety and general electricity, w
ill be connected directly to one of

the prop
osed

 stand
ard

 buses.
SCX1USA15, US15

Front-EndSystem Back-EndSystem

L
o

cal
A

rea
N

etw
o

rk

P
artitio

n
3

S
u

p
erv

iso
ry

o
n

ly
P

artitio
n

m

UX15

P
artitio

n
2

C
o

m
m

o
n

In
frastru

ctu
re

S
u

b
d

etecto
r

C
o

n
tro

l
S

ta
tio

n
s

(S
C

S
)

P
artitio

n
1

E
x

p
ert

W
o

rk
statio

n
s

S
erv

er
O

p
eratio

n

S
u

b
d

etecto
r

1
S

u
b

d
etecto

r
2

a
S

u
b

d
etecto

r
n

D
etecto

r

S
u

b
-sy

stem

S
en

so
rs

A
ctu

ato
rs

F
ield

b
u

s
2

0
0

m
F

ield
b

u
s

2
0

0
m

E
L

M
B

E
lectro

n
ic

R
ack

E
L

M
B

E
L

M
B

E
L

M
B

R
ack

P
C

R
ack

P
C

P
o

w
er

S
u

p
p

ly

C
o

o
lin

g
In

terlo
ck

B
o

x

T
e

s
t

T
e

s
t

R
ack

P
C

R
ack

P
C

E
L

M
B

A
larm

s

C
F

S
C

F
S

H
V

B
arrel

H
V

B
arrel
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U
S

A
15 an

d
 U

S
15:

+
+

+
+

H
ere w

e have to m
ention that the U

S15 underground electronics cavern and the U
SA

15 are sim
ilar

and they w
ill hold sim

ilar equipm
ent. T

he only difference is that U
S15 is not accessible during operation

of the accelerator due to the rem
aining radiation levels. 

T
he equ

ip
m

ent in the d
etector’s cavern w

ill be interfaced
, via field

bu
ses, to FE

 com
pu

ter equip-
m

ent located
 in the undergrou

nd
 electronics room

 U
SA

15, w
hich is accessible d

uring op
eration,

and w
hich

 con
sists of: 

W
orkstations, foreseen for subd

etector experts for the sup
ervision of ind

ivid
ual partitions,

m
ainly d

uring com
m

issioning and
 m

aintenance p
eriods. D

edicated stations that control the
equipm

ent running real-tim
e operating system

s, usually d
istributed

 around
 the installation. It

is foreseen to use a d
ed

icated
 control com

puter for each d
etector. In this context, a controller sta-

tion is not necessarily a single com
puter but can be clustered

 if a high channel cou
nt or the het-

erogeneity of the equipm
ent leads to this requirem

ent. T
hese system

s are called
 Subd

etector
C

ontrol Stations (SC
S) in figure X

X
X

 Figure needs to be changed X
X

X
 and

 they w
ill run the

SC
A

D
A

 softw
are collecting d

ata from
 the front-end

 d
evices in their partition. T

he SC
S allow

s to
ru

n a partition either ind
epend

ently in standalone m
ode or integrated

 as part of the w
hole

d
etector.

D
epend

ing on the com
plexity of the subd

etectors, it is envisaged
 to introd

uce a further group-
ing at the level of the controller stations. C

om
plex Front-end

 System
s (C

FS), w
hich norm

ally d
o

not run SC
A

D
A

, are d
ed

icated
 to specific tasks. The C

FS are norm
ally connected to SC

S over a
d

ed
icated

 L
ocal A

rea N
etw

ork (L
A

N
). C

FS can also be placed
 in U

X
15 if they sup

port the hos-
tile environm

ent. 

S
C

X
1:

T
he equ

ip
m

ent of this layer w
ill be installed

 in the m
ain control room

 in bu
ild

ing SC
X

1 at the
surface of the installations. T

his area w
ill alw

ays be accessible to the personnel. T
he equ

ip
m

ent
w

ill consists of general-pu
rpose w

orkstations, w
hich w

ill be linked
 to the control layer through

a L
A

N
 provid

ing T
C

P
/IP com

m
unication. 

T
he w

orkstations w
ill retrieve inform

ation from
 the SC

S of the d
ifferent subsystem

s und
erneath

and can be used to interact w
ith them

 by m
eans of com

m
and

s or m
essages. T

he system
 w

ill
only provid

e a lim
ited set of m

acroscopic actions to generate the sequence of operations neces-
sary to bring the exp

erim
ent as a w

hole to a giving w
orking m

od
e. In add

ition the system
 w

ill
m

onitor the operation of the sub-system
s, generate alarm

s and
 provid

e the high level interlock
logic w

here necessary.

11.3
Fron

t-E
n

d S
ystem

T
he ionizing rad

iation and strong m
agnetic field

 lim
it the types of technologies that m

ay be
u

sed
. A

m
ongst other fieldbuses, C

A
N

 bus has been chosen as the stand
ard

 field
 bus for this area

as this can op
erate in a strong m

agnetic field
. T

he ionizing radiation in the cavern is of the ord
er

of 1G
y p

er year outsid
e the calorim

eter. T
he “A

LTA
S Policy on R

ad
iation Tolerant D

evices” [ref]
has been form

ed to give the A
T

L
A

S su
b-system

 grou
ps specific rules concerning testing and

qualification of rad
iation tolerant electronics. T

hree d
ifferent rad

iation types have to be stu
died

for full qu
alification, sim

ulated
 rad

iation level (SR
L

) for the Total Ionizing D
ose (T

ID
), N

on-Ion-
izing E

nergy L
oss (N

IE
L

) and
 Single Event E

ffects (SE
E). The sim

u
lation resu

lts d
epend

 up
on
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location in the cavern and
 these values are used w

ith safety factors for qualification of the elec-
tronics.

Justification of C
A

N
: R

eliability - B
uilt-in C

A
N

 error checking, D
eterm

inism
 - errors ind

icated
bu

t no acknow
led

ge, C
overage - u

sed
 for highly d

istributed
 system

s, R
obustness - designed

 for
harsh environm

ents and
 has high noise im

m
u

nity, G
alvanic Isolation - essential for long bu

ses,
O

p
eration in M

agnetic Field
 - does not u

se m
agnetic sensitive com

ponents, L
ow

 P
ow

er D
issipa-

tion - necessary for rem
ote pow

ering, O
penness - is not prop

rietary and
 therefore no license fee.

11.3.1
E

m
bed

ded L
ocal M

o
n

ito
r B

o
ard

A
dd that no com

m
ercial solution exists w

hich fulfils the requirem
ents outlined above and that is w

hy the
E

LM
B

 has been developed...

T
he EL

M
B

 contains 64 analog input channels each of 16-bit accu
racy. A

s w
ell as the analog

inp
uts, there are 8 d

igital inpu
t lines, 8 d

igital ou
tput lines and

 8 configu
rable (either inpu

t or
output) d

igital lines. O
ther interfaces are available such as a serial port allow

ing JTA
G

 or other
protocols to be im

plem
ented

.
T

he standard
 softw

are that is pre-load
ed into the E

L
M

B
 allow

s for com
m

u
nication over a C

A
N

field
 bu

s u
sing the higher level protocol C

A
N

open. T
he standard fu

nctionality gives ‘plug and
play’ u

sage for the analog inpu
ts and d

igital inputs and outputs.
T

he graph below
 show

s the d
igital current increase d

ue to T
ID

 for three E
LM

B
s.

X
X

X
 T

his picture has to change. C
urve for E

LM
B

_3 has to be rem
oved. T

he different types of m
icropro-

cessors w
ill not be m

entioned here X
X

X

N
o destructive SE

E has been seen. N
o effect has been observed

 for N
IEL

. T
he E

LM
B

 has been
tested

 in a m
agnetic field and no adverse effect has been observed

. T
he perform

ance, in term
s of

accuracy and
 stability, have also been p

roven to be su
fficient for all ap

p
lications in A

TL
A

S.

To be sum
m

arized...
A

 m
otherboard

 is available that provides stand
ard

 connectors for the analog and
 d

igital inpu
ts

and
 outp

uts for the E
L

M
B

, as w
ell as a stand

ard
 connector for the C

A
N

 bus. Sockets for ad
apt-

ers, used
 to scale the analog inputs to the requ

ired
 range, are provid

ed
 allow

ing standard sen-
sors 

to 
be 

used
. 

For 
non-standard 

sensors, 
adapters 

m
ay 

be 
m

anufactu
red

 
to 

a 
given

specification.
A

n interlock box has been d
esigned and im

plem
ented

 and
 provid

es a hard
w

are interlock w
ith a

g

0

1
0

2
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set p
oint hard

 w
ired using a resistor of pre-calculated

 valu
e. T

he d
evice is a stand

 alone m
od-

u
le, thou

gh status inform
ation can be obtained

. T
he status values m

ay be acquired
 u

sing the
d

igital inputs of the E
L

M
B

.
T

here is a D
A

C
 p

rototype available for u
se w

ith the E
LM

B. T
his is a m

od
ule containing 16 ana-

log ou
tpu

t channels, each of 12-bit resolu
tion, w

here u
p

 to fou
r m

od
ules m

ay be connected to a
single E

LM
B

 (giving a total of 64 analog output channels).

X
X

X
 T

he follow
ing has to be reduced. O

nly E
LM

B
 functionality should be described. M

ention that the
E

LM
B

 has been to consum
e low

 current such that it can be pow
ered rem

otely via the bus. M
ention the

node supervision m
echanism

 as w
ell...T

hen it has to be m
oved up to the E

LM
B

 functionality description
X

X
X

C
A

N
bus Topology

T
he C

A
N

 bus topology used is specific to the needs of each subdetector, w
here cost, geographical location,

logical grouping, speed and reliability are factors effecting the choices m
ade.

B
us P

ow
ering

T
he E

LM
B

 nodes are pow
ered from

 the control room
 via the bus as the pow

er supplies cannot be placed in
the cavern. It m

ust be possible to sw
itch the digital pow

er for the bus to allow
 for recovery of SE

E
 by a

hard (see B
us and N

ode Supervision). A
 large diam

eter cable is used from
 the control room

 to the cavern
(to reduce voltage drop) and patch panels in the cavern allow

 for sm
aller (m

ore flexible) cabling to be used
over the detector. T

he sm
aller cable w

ill be m
ore susceptible to voltage drop and therefore the voltage at

each node m
ust be verified to be correct. T

his is m
ore a question for the dynam

ic effect w
here if all nodes

on the bus draw
 current at the sam

e tim
e, pow

ering problem
s m

ay occur.

B
us and N

ode Supervision
T

he E
LM

B
 uses a m

onitoring protocol to indicate the node is functioning correctly. If a failure is detected
for an E

LM
B

, a com
m

and requesting a soft reset of the node is sent (only to the E
LM

B
 that is not

responding). It is possible that the error on the E
LM

B
 is w

ithin the com
m

unication, in w
hich case a hard

reset m
ust be perform

ed. A
 hard reset involves sw

itching pow
er for the digital part off and on again and is

perform
ed for the bus (and not a specific node). T

he tim
e taken for this operation, allow

ing all E
LM

B
s on

the bus to reach operational state once m
ore, m

ust not exceed 10 seconds. If a hard reset does not clear the
fault for an E

LM
B

, no other operation is perform
ed, the unit w

ill be signalled as faulty and w
ould be

replaced w
hen access is possible.

11.3.2
O

ther stan
dard F

E
 equ

ip
m

en
t

N
o explicit m

ention to O
P

C
 should be done at this stage...

C
om

m
ercial high voltage and

 low
 voltage pow

er sup
plies w

ill be used
 in the experim

ent. The
com

p
anies w

ho prod
u

ce these com
m

ercial pow
er sup

plies also su
pply softw

are (su
ch as O

P
C

servers that interface betw
een their ow

n com
m

u
nication protocol and

 the O
PC

 stand
ard

) u
sed

to allow
 control of the p

ow
er supp

lies. The C
A

N
 bu

s is often used for connection to the d
evices

w
ith variou

s, often prop
rietary, higher level p

rotocols im
plem

ented
. O

ther stand
ards includ

e
serial interfaces (variou

s com
m

unication protocols) and
 G

P
IB

.

P
rogram

m
able Logic C

ontrollers (P
LC

) com
pliant w

ith the relevant recom
m

endation given in [21]

W
henever convenient, like in case of large num

ber of field instrum
entation channels to be controlled,

V
M

E
-based controllers m

ay be used.
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11.4
Th

e B
ack-E

nd S
ystem

Term
s like partitioning or vertical slice should be rem

oved from
 this section...

T
he functionality of the B

E system
 is tw

o-fold: It acqu
ires the d

ata from
 the front-end

 equip-
m

ent and
 it offers sup

ervisory control functions, such as d
ata processing, presenting, storing

and
 archiving. T

his enables the handling of com
m

and
s, m

essages and alarm
s.

T
he B

E
 system

 w
ill be hierarchically organized to m

ap
 the natural p

artitioning of the experi-
m

ent into subd
etectors, system

s and
 subsystem

. T
he B

E hierarchy allow
s for the d

ynam
ic split-

ting of the exp
erim

ent into ind
epend

ent p
artitions, w

hich can be operated
 in stand-alone or

integrated
 m

odes. T
he coord

ination of the d
ifferent partitions is p

erform
ed

 by m
eans of com

-
m

and
s and

 m
essages. T

he com
m

and
 flow

 is d
ow

nw
ards, w

hereas the m
essage exchange take

place in either d
irection the w

ithin the slice. N
o horizontal com

m
unication is foreseen betw

een
d

ifferent slices or am
ongst the com

p
onents of an slice. 

In ord
er to provid

e the requ
ired

 functionality the BE
 of the D

C
S w

ill be logically organized
 in

three levels as show
n in figure X

X
X

. T
he actions on the operator tim

e-scale are perform
ed

 at the
up

per level, w
hile the R

T op
erations are perform

ed at the low
er level.

G
lob

al C
on

trol S
tation

s

T
he overall control of the d

etector w
ill be perform

ed by the upp
erm

ost level of the B
E

 system
,

w
hich consists of the G

lobal C
ontrol Stations. T

hese stations are envisaged
 to provid

ed
 high

level m
onitoring and control of all subdetectors and

 technical infrastru
ctu

re. T
he full control of

the d
etector is provided

 at only low
er levels in the hierarchy. A

t this level, d
ifferent services w

ill
be provided

 like the D
C

S Inform
ation Service to hand

le the com
m

u
nication w

ith the external
system

s, nam
ely the L

H
C

 accelerator, the C
E

R
N

 infrastructu
re and

 the D
etector Safety System

,
or w

eb and
 d

atabase services. Inform
ation for these su

bsystem
s w

ill be used to build
 the overall

status of the experim
ent. B

id
irectional d

ata exchange betw
een the D

C
S and

 the T
D

A
Q

 system
w

ill also be m
anaged

 at this level. N
o com

m
and exchange betw

een the T
D

A
Q

 and
 the D

C
S is

foreseen at this level. 

S
u

b
d

etector C
on

trol S
tation

s

T
he Subd

etector C
ontrol Stations are placed

 at the interm
ed

iate of the BE
 hierarchy. There w

ill
be one SC

S per subdetector and an ad
ditional SC

S to hand
le the m

onitoring of the com
m

on
infrastructure in A

T
L

A
S called

 C
om

m
on Infrastructure C

ontrols (C
IC

). T
he later w

ill be inter-
faced

 w
ith the D

C
S Inform

ation service in the layer above. A
ll actions on a given su

bd
etector

provid
ed

 at the G
lobal C

ontrol Stations are also p
rovid

ed
 at this level. In ad

dition, the SC
Ss

allow
 for the fu

ll and
 stand

-alone local op
eration of the su

bd
etector by m

eans of d
ed

icated
graphical interfaces. T

he SC
Ss also hand

le the com
m

unication w
ith the services of the layer

above. It is foreseen to have a d
irect connection from

 the SC
Ss to the D

C
S Inform

ation service to
provid

e the d
ifferent SC

Ss w
ith the status of the external system

, nam
ely the L

H
C

 accelerator,
the D

etector Safety system
, C

E
R

N
 services and

 the A
T

L
A

S m
agnet, as w

ell as w
ith the eviro-

m
ental param

eters of the com
m

on infrastructu
re. T

he SC
S hand

le the co-ordination of all su
b-

system
s und

erlying in the layer below
 and

 are the responsible for the valid
ation com

m
and

s
issued

 by the operator from
 the global control stations in the layer above or d

irectly from
 the

T
D

A
Q

 ru
n control. If low

 level control is requ
ired

 by the issued
 actions, e.g. ram

p
 up high volt-

age, these com
m

and
s can be propagated

 to the su
bsystem

s in the layer below
 for their execu-

tion. T
he overall status of the subdetector is assem

bled
 (collated???) and pass on to the TD

A
Q

system
 via the D

A
Q

-D
C

S com
m

unication softw
are, w

hich is d
escribed in section X

X
X

, and
 to

the control stations in the layer above.
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S
u

b
system

 C
on

trol S
tation

s

T
he bottom

m
ost level of the BE

 hierarchy is constitu
ted

 by the Su
bsystem

 C
ontrol Stations,

w
hich hand

le the low
 level m

onitoring and
 control of the d

ifferent system
s and

 services of the
d

etector. T
he organization of this level for a given d

etector could
 be p

erform
ed

 attend
ing to

either geograp
hical or fu

nctional criteria. In the form
er the arrangem

ent follow
s the natural par-

titioning of the d
etector in sections, su

bsection, etc. w
hereas in the second app

roach, the organi-
zation is d

ecid
ed

 as a function of the different services of the subd
etectors, e.g. cooling, high-

voltage, etc. T
his level of the hierarchy is d

irectly interfaced
 to the FE

 system
. B

esides the read-
ou

t and
 control of the equipm

ent, it also perform
s calculations and

 fine calibration of the raw
d

ata from
 the FE

 and com
parison of the values w

ith p
reconfigured

 threshold
s for the alarm

hand
ling. T

he station placed
 at this level w

ill executed the com
m

and
s prop

agated
 from

 the
SC

Ss in the layer above althou
gh they can also execute pred

efined au
tom

atic actions if required
.

In ad
d

ition, d
ata and

 alarm
 archiving and

 logging of incidents and com
m

and
s w

ill be p
rovid

ed
at each of these levels. R

em
ote access to a w

ell-defined
 set of actions to be perform

ed by the tw
o

u
pper levels of the B

E hierarchy w
ill also be provid

ed subject to p
roper access authorization.

Fin
ite S

tate M
ach

in
e

X
X

X
 Is this the right place to talk about the operation of the D

C
S as a FSM

? If yes, w
e have to think of

how
 to link it w

ith the sections above, i.e. w
ith the description of the functionality of the three layers.X

X
X

T
he operation of the d

ifferent subd
etectors w

ill be perform
ed

 by m
eans of Finite State M

achines
(FSM

), w
hich w

ill hand
le the states and

 transitions of the d
ifferent parts of the D

C
S. It is envis-

aged
 to have a FSM

 per su
bd

etector. The states of these FSM
 w

ill be assem
bled

 from
 the status

of the d
ifferent p

arts or services of the detector, w
hich are d

eterm
ined

 by the status of the FE
equipm

ent, and
 from

 the statu
s of the different environm

ental param
eters m

onitored by the
C

IC
 station. A

s it w
ill be d

escribed in chapter X
X

X
 (ref to chapter on operation 13 X

X
X

), these
states m

ay be cond
itioned

 by the statu
s of the external system

s interfaced
 via the D

C
S_IS, e.g.

the state of the L
H

C
 accelerator. X

X
X

 W
e have to m

ake sure that the D
C

S_IS is know
n at this

m
om

ent X
X

X
. 

T
he global operation of the B

E
 system

 w
ill be perform

ed by a single FSM
 w

hose states w
ill be

bu
ilt from

 the states of the d
ifferent subd

etectors’ FSM
, previously configured

, and the status of
the external system

s. A
ny transition issued

 at this level w
ill be prop

agated
 to the und

erlying
subd

etectors’ FSM
 includ

ed
 in the running m

od
e of the exp

erim
ent.

T
he picture w

ill be m
oved up. In addition, som

e m
odifications are required

L
H

C

C
E

R
N

M
ag

n
et

D
S

S

D
C

S
_
IS

A
T

L
A

S

C
IC

P
ix

el
S

C
T

T
R

T
L

A
r

T
ile

M
D

T
T

G
C

C
S

C
R

P
C

E
C

1
B

L
L

1
L

2
C

o
o

lin
g

H
V

L
V

E
C

2

G
lo

b
a
l

C
o
n

tro
l

S
ta

tio
n

s

S
u

b
d

etecto
r

C
o
n

tro
l

S
ta

tio
n

s

S
u

b
sy

stem
C

o
n

tro
l

S
ta

tio
n

s
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11.4.1
S

C
A

D
A

T
he BE

 system
 of the A

T
L

A
S D

C
S w

ill be im
plem

ented
 using a Supervisory C

ontrol A
nd

 D
ata

A
cquisition (SC

A
D

A
) produ

ct. SC
A

D
A

 system
s [37] are com

m
ercial softw

are p
ackages nor-

m
ally u

sed
 for the sup

ervision of ind
u

strial installations. T
hey gather inform

ation from
 the

hard
w

are, p
rocess the data and

 present them
 to the op

erator. E
ven though SC

A
D

A
 prod

ucts are
not tailored

 to L
H

C
 experim

ent applications, m
any of them

 have a flexible and
 d

istribu
ted

architecture and, because of their op
enness, are able to fu

lfil the d
em

anding requ
irem

ents of the
A

T
LA

S D
C

S.

B
esid

es basic functionality like the H
u

m
an M

achine Interface (H
M

I), alarm
 handling, archiving,

trend
ing or access control, SC

A
D

A
 p

rod
ucts also p

rovid
e a set of interfaces to hard

w
are, e.g.

C
E

R
N

 recom
m

ended
 field

buses and P
LC

s, and
 softw

are, e.g. A
pplication P

rogram
 Interface

(A
PI) to com

m
unicate w

ith external applications, or connectivity to external d
atabases via the

O
p

en or Java D
ataB

ase C
onnectivity (O

B
D

C
 and

 JD
B

C
 respectively) protocols.

SC
A

D
A

 p
rod

ucts constitute a stand
ard

 fram
ew

ork to d
evelop

 the applications lead
ing to a

hom
ogeneou

s D
C

S. Its usage saves developm
ent effort red

u
cing the w

ork for the su
bd

etector
team

s. In ad
d

ition, they follow
 the evolu

tion of the m
arket, protecting against changes of tech-

nology like operating system
 or processor platform

s.

11.4.2
P

V
S

S

A
 m

ajor evaluation exercise of SC
A

D
A

 p
rod

ucts [38] w
as p

erform
ed

 at C
ER

N
 in the fram

e of
the Joint C

O
ntrols Project (JC

O
P

), w
hich conclud

ed
 w

ith the selection of the P
V

SS-II, from
 the

austrian com
pany E

T
M

, to be used for the im
plem

entation of the BE
 system

s of the fou
r L

H
C

experim
ents. 

PV
SS is a device-oriented

 p
rod

uct w
here process variables that logically belong together are

com
bined

 in hierarchically stru
ctu

red
 data-points. D

evice-oriented
 prod

u
cts ad

opt m
any prop-

erties from
 object-oriented

 p
rogram

m
ing langu

ages like inheritance and
 instantiation. T

hese
features facilitate the p

artitioning and scalability of the application. T
he properties and

 func-
tions of each d

ata point can be param
etrized

 by m
eans of several attributes, e.g. alarm

 handling,
perip

hery ad
d

ress, etc. 

PV
SS provides the interfaces to connect to external d

atabases or system
s, like the D

A
Q

 system
or L

H
C

 accelerator, and
 the capability to extend

 the fu
nctionality of the prod

uct to interface cu
s-

tom
 applications or equ

ip
m

ent (e.g. availability of driver d
evelop

m
ent toolkit).

It is conceived
 as distributed system

s. T
he single tasks are perform

ed by special p
rogram

 m
od

-
ules called

 m
anagers. T

he com
m

u
nication am

ong them
 takes place accord

ing to the client-
server principle, using the T

C
P/

IP
 protocol. T

he internal com
m

u
nication m

echanism
 of the

produ
ct is entirely event-d

riven. V
alues and

 alarm
s m

ust be notified
 on change w

ith the possi-
bility to d

efine a d
ead-band

 or w
indow

 range. T
his characteristic m

akes PV
SS specially app

ro-
priate for d

etector control since, system
s w

hich poll d
ata values and

 statu
s at fixed

 intervals,
present too big an overhead and have too long reaction tim

es resulting in lack of perform
ance.

T
he m

anagers can be d
istributed

 over d
ifferent platform

s, and
 the com

m
unication betw

een
them

 is internally handled
 by PV

SS-II. This has been one of the cru
cial points in the selection of

this p
rod

uct since the D
A

Q
 system

 of the A
T

L
A

S experim
ent is been developed

 entirely under
L

inux, w
here as the D

C
S w

ill w
idely u

se W
indow

s. 



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

11
  D

C
S

119

P
V

SS allow
s to split the su

pervisory softw
are into sm

all app
lication com

m
u

nicating over the
netw

ork and it is im
posed

 by the d
istribution of the D

C
S equipm

ent in d
ifferent locations in

A
T

L
A

S. 

T
he PV

SS architectu
re is centralized

 arou
nd

 the R
T

 E
vent M

anager w
hich handles the com

m
u-

nication w
ith all other m

odu
les. T

he d
ifferent com

ponents can be arranged in functional layers
as show

n in figu
re 3.12.

T
he Front-end Interface layer p

rovid
es the com

m
u

nication w
ith the hard

w
are by m

eans of d
ed-

icated d
rivers or com

m
u

nication stand
ard

s such as O
L

E for P
rocess C

ontrol (O
P

C
). It also pro-

vides drivers for stand
ard field

buses, like Profibus and
 PL

C
. N

either C
A

N
bus nor V

M
E

 are
supp

orted
. T

he front-end
 layer also perform

s d
ata processing to redu

ce the d
ata volum

e from
the equ

ip
m

ent. 

T
he m

anagem
ent layer is resp

onsible for the handling of bi-d
irectional transm

ission of the m
es-

sages betw
een the d

ifferent m
anagers, as w

ell as for m
anaging R

T
 data, archiving, alarm

 han-
d

ling and ad
m

inistration of the user privileges. 

T
he Processing layer contains control ap

plications w
hich are w

ritten w
ithin the SC

A
D

A
 system

u
sing its ow

n program
m

ing language. T
hey can be of tw

o types: the first im
plem

ents p
roce-

d
ures ded

icated
 to m

onitoring and
 controlling the detector; the second consists of specialized

p
rogram

s w
hich extend the SC

A
D

A
 functionality, such as Finite State M

achine (FSM
) or ad

d
i-

tional reporting featu
res. 

T
he user interface layer takes care of external interactions. P

V
SS-II p

rovides a p
ow

erful
H

um
an–M

achine Interface (H
M

I) easily cu
stom

izable by m
eans of graphical objects that can be

linked
 to the different process variables in the ap

plication
. It includ

es a W
W

W
 server for rem

ote
access to the application. E

xternal p
rogram

s com
m

unicate w
ith the M

anagem
ent layer via the

A
P

I, allow
ing external ap

plications to su
bscribe to any R

T
 and

 historical data and alarm
s. 

11.4.3
P

V
S

S
 Fram

ew
o

rk

To be slightly changed...

A
lthough PV

SS-II w
ill be u

sed
 as the basis of the L

H
C

 experim
ent controls, this has been fou

nd
not to be su

fficient to d
evelop an hom

ogeneous and
 coherent system

. A
n engineering fram

e-
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w
ork on top

 of P
V

SS-II is being develop
ed

. It is com
posed of a set of gu

idelines, tools and
 com

-
ponents w

hich w
ill be provid

ed
 to d

evelop
ers of su

b-system
s in ord

er to:

R
educe to a m

inim
um

 the w
ork to be perform

ed by subdetectors team
s by re-using standard com

ponents
rather than duplication.

D
esign the system

 architecture in term
s of distribution of functionality and netw

ork distribution.

D
efine guidelines for developm

ent, alarm
 handling, control access and partitioning, to facilitate the devel-

opm
ent of specific com

ponents coherently in view
 of its integration in the final, com

plete system
.

Im
prove perform

ance reliability and robustness.

C
over the lack of functionality of P

V
SS-II like interface to C

A
N

bus or V
M

E
, integration of FSM

.

T
he E

L
M

B
 fram

ew
ork com

ponent has been d
eveloped

 using SC
A

D
A

 tools, as a fram
ew

ork to
facilitate the u

sability of the E
LM

B
 node to the A

T
LA

S users bu
t also to achieve hom

ogeneity of
the SC

A
D

A
 softw

are in A
T

L
A

S. T
his package creates all infrastructure need

ed to w
ork w

ith the
E

LM
B

 and
 it also com

prises a “top-dow
n” configuration tool, i.e. an u

tility to create all non-
SC

A
D

A
 com

ponents necessary to operate the E
LM

B
.

•
T

he fram
ew

ork also provides panels for configuration and run tim
e of the project. 

•
M

ention that it also contains a top-dow
n configuration tool.

•
E

asy to interface to the conditions database since the E
LM

B
 structure is unique.

11.4.4
G

lobal P
V

S
S

 based services

A
ll D

C
S system

s from
 the global level to the local control stations w

ill need
 som

e com
m

only
used

 services. These app
lications w

ill be im
p

lem
ented once and

 m
ay be used at all levels.

D
ata and alarm

 displays

T
here w

ill be a standard set of display panels to show
 inform

ation in a consistent w
ay. T

he inform
ation

show
n w

ill contain data (read from
 the front-end electronics) and alarm

s (taken from
 all system

s, includ-
ing external system

s such as D
SS).

W
eb services

For standard inform
ation (such as data and possibly alarm

s) a w
eb interface w

ill be developed show
ing

generic inform
ation. T

he inform
ation w

ill be show
n in a generic form

 and not be subdetector specific. N
o

operations w
ill be possible for security reasons.

H
istogram

ing interface

Som
ething about the interface to other display tools used in A

T
LA

S

L
ogging

A
ll actions carried out, w

hether by an operator or an autom
atic process, are logged. A

 system
 w

ill be
available that w

ill allow
 the logs to be exam

ined.
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11.5
Integratio

n F
E

-B
E

T
he P

V
SS-II produ

ct w
ill be used as SC

A
D

A
 system

 for the im
p

lem
entation of the supervisor

layer of the A
T

L
A

S/D
C

S. T
here are several interfaces w

hich allow
s to connect PV

SS-II based
system

s to hard
w

are.

•
D

ed
icated

 d
rivers for PV

SS-II; PV
SS-II has the drivers for m

odbus devices, PR
O

FIB
U

S
and som

e others. It also contains the A
PI to d

evelop
 d

rivers by u
sers.

•
P

V
SS-O

P
C

 client; O
P

C
 is a w

id
e used

 ind
ustrial stand

ard
. A

ll com
m

ercial L
ow

 and
 H

igh
voltage system

s are supp
lied

 w
ith the O

P
C

 servers.

•
D

IM
 softw

are, w
hich is a com

m
u

nication system
 for distribu

ted
 and

 m
ulti-platform

 envi-
ronm

ents. D
IM

 provid
es a netw

ork transparent inter-process com
m

u
nication layer d

evel-
op

ed at C
E

R
N

.

T
he O

PC
 d

ue to the w
id

e spread u
sage and

 the big su
pport from

 ind
ustrial has been chosen as

m
ain interface from

 the SC
A

D
A

 to hard
w

are d
evices. In turn the E

L
M

B
 w

ill be w
id

ely used in
the im

plem
entation of the subd

etector front-end
 system

. To connect the EL
M

B
 to SC

A
D

A
 the

O
PC

 C
A

N
op

en server has been d
evelop. O

thers possibilities w
ill also be u

sed
 in suitable cases.

11.5.1
O

L
E

 for P
ro

cess C
on

tro
l

T
he m

ain purpose of this stand
ard is to p

rovide the stand
ard m

echanism
 for com

m
unicating to

num
erous d

ata sources. The O
P

C
 is based

 on the M
icrosoft W

ind
ow

s technology. The sp
ecifica-

tion of this standard describes the O
P

C
 O

bjects and
 their interfaces im

p
lem

ented by O
P

C
server. T

he architecture and
 sp

ecification of the interface w
as d

esigned
 to facilitate clients inter-

facing to rem
ote server. A

n O
PC

 client can connect to m
ore then one O

PC
 Server, in turn an

O
PC

 Server can serve several O
PC

 clients (Fig 1). A
ll O

PC
 objects, consequently, are accessed

throu
gh interfaces. A

ny client sees only the interfaces.

O
P

C
 

S
erver 1

O
P

C
 

S
erver 2

O
P

C
 

S
erver 3

O
P

C
 client 3

O
P

C
 client 2

O
P

C
 client 1
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11.5.2
C

A
N

o
pen

C
A

N
op

en is a high level protocol for the C
A

N
-bus com

m
u

nication. T
his p

rotocol is w
id

esp
read

as w
ell. C

A
N

open stand
ard

izes the types of C
A

N
-bus m

essages (objects) and
 d

efines the sense
of them

. It allow
s to use the sam

e softw
are in ord

er to m
anage of C

A
N

 nod
es of d

ifferent types
and

 from
 different m

anu
facturers. 

O
n the m

arket there are a lot of the C
A

N
open servers. B

ut all of them
 are tailored

 to their spe-
cific hard

w
are interface card

s. T
his O

P
C

 serves provid
es the C

A
N

open functionality requ
ired

by the E
L

M
B

.

11.5.3
O

P
C

 C
A

N
o

p
en

 server

T
he O

P
C

 C
A

N
op

en server w
orks as the C

A
N

open m
aster of the bu

s handling netw
ork m

an-
agem

ent task, nod
e configu

ration and transm
itting data to the O

P
C

 client.T
he O

PC
 C

A
N

open
Server consists of tw

o m
ain parts (Fig ?).

T
he G

eneral stru
ctu

re of O
P

C
 C

A
N

open server. Labels m
ust be standard C

A
N

, C
A

N
open

•
T

he m
ain part is an O

PC
 server itself. It im

plem
ents all the O

P
C

 interfaces and
 m

ain
loops. A

ny app
lication interacts w

ith this part through interfaces. 

T
he C

A
N

op
en O

P
C

 server transm
it d

ata to a client only on change, w
hich results in a

substantial red
uction of data traffic. 

•
T

he second p
art “C

an B
us com

ponent” is hard
w

are d
epend

ent. It interacts w
ith a C

A
N

bu
s d

river and
 controls C

A
N

open d
evices.

It w
as d

evelop
ed as a C

O
M

 com
p

onent. This ap
proach allow

s changing hardw
are board

rather easy. In su
ch a case only hard

w
are depend

ent com
ponent shou

ld
 be rep

ro-
gram

m
ed

 and, in turn, the m
ain p

art should
 not be re-com

piled even. A
lso It can recovery

the state of C
A

N
op

en nod
e in case fau

lt d
u

e to pow
er cut for exam

ple.

Several bu
sses w

ith up
 to 127 nod

es each, in accord
ance w

ith C
A

N
op

en protocol, can be oper-
ated

 by the O
PC

 C
A

N
open server. T

he system
 top

ology in term
s netw

orks and nod
es per bus is

m
odelled in start u

p tim
e in the ad

dress space of the O
P

C
 C

A
N

op
en server from

 a configura-
tion file.

O
P

C
 S

e
rve

r

cyclic

S
ca

n
 T

h
re

a
d

C
o
n
n

e
ctio

n
 p

o
in

t T
h

e
a
d

A
cyn

ch
ro

n
o

u
s L

o
o

p

C
a
n
 B

u
s

C
a
n
 B

u
s 

C
o
m

p
o
n
e
n
t

S
yn

c
D

a
ta

 take
n

T
h
is se

rve
r e

xe
cu

te
s 

th
e
 sta

n
d
a
td

 O
P

C
 

in
te

rfa
ce

s

T
h
e
 co

m
p
o
n
e
n
t is 

a
 d

rive
r to

 
C

a
n
 B

u
s D

e
vice
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11.6
R

ead
-o

ut chain

T
he A

T
LA

S D
C

S V
ertical Slice is defined

 as the full read
-out chain, w

hich ranges from
 the I/O

p
oint (sensor or actu

ator) up
 to the operator interface com

prising all the elem
ents d

escribed
above: EL

M
B

, C
A

N
op

en O
P

C
 Server and P

V
SS-II. T

he vertical slice also com
prises PV

SS-II
fram

ew
ork p

anels to m
anage the configu

ration and the settings and
 the statu

s of the bu
s.

P
V

SS-II m
od

els the system
 top

ology in term
 of C

A
N

bu
s, EL

M
B

 and
 sensor in the internal data-

base by data-points. These d
ata-p

oints are connected to the item
 in the O

PC
 server to send

 the
app

ropriate C
A

N
op

en m
essage to the bus. In tu

rn, w
hen an EL

M
B send

s a C
A

N
op

en to the
bu

s, the O
P

C
 server w

ill d
ecod

e it, set the respective item
 in its ad

d
ress space and

 then transm
it

the inform
ation to a d

ata-p
oint in PV

SS. T
he O

PC
 C

A
N

open server can convert the raw
 data to

p
hysical units. T

he SC
A

D
A

 ap
plication w

ill carry out the fine calibration, trend and archive the
value. T

he m
ain fu

nction of each elem
ent of read

-ou
t chain d

escribes below
:

E
L

M
B

•
D

igitize d
ata accord

ing A
D

C
 settings. T

he m
ain task of a E

L
M

B
 is to convert and analog

d
ata to d

igital form
.

•
Self A

D
C

 calibration. In pow
er up tim

e an E
LM

B
 execu

tes the internal A
D

C
 calibration.

•
Send

 and
 received

 d
igital data. A

n E
L

M
B

 has the inpu
t and ou

tpu
t d

igital ports in ord
er

to exchange statu
s and control inform

ation.

•
Send

 analog d
ata in m

icrovolt or cou
nts. T

he E
L

M
B

 can convert cou
nts to m

icrovolt
based

 on the A
D

C
 settings.

•
Send

 analog d
ata on changed or on closing w

ind
ow

 lim
its. In order to redu

ce bu
s traffic

and increases the system
 perform

ance an E
LM

B can send
 data only w

hen the valu
e d

if-
fers from

 p
erviou

s one on p
red

efined valu
e. T

he second
 p

ossibility is that the d
ata w

ill be
sent w

hen the value crosses the predefined
 lim

its. 

S
C

A
D

A
 system

:

•
G

lobal control of w
hole D

C
S system

. T
he SC

A
D

A
 is a base of d

eveloping the G
lobal and

L
ocal D

etector C
ontrol Stations and represent the inform

ation to an operator.

•
A

rchive d
ata.

•
V

isualize and trend
ling d

ata. 

•
Fine calibration. T

here are cases w
hen the calibration claim

s the inform
ation from

 d
iffer-

ent issues or data have to correct d
ue to tim

e drifting.

•
N

etw
ork supervision. The reliability and

 robu
stness of netw

ork and fieldbu
ses should

 be
sup

ported
.

O
P

C
 C

A
N

op
en

 server:

•
C

ontrol C
A

N
 buses and

 C
A

N
open nod

e includ
ing the recovery proced

ures after pow
er

cut.

•
Send

 d
ata to the O

P
C

 client on change.

•
C

onvert to the physical units and
 the sensor calibration.

T
he read

out chain constitu
tes the basis for several control applications of A

T
LA

S subdetectors.
In m

ost cases, the E
L

M
B

s w
ill be exposed

 to radiation, and
 therefore w

ill be subject to rad
iation

A
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effects, w
hich w

ill have to be hand
led throughout the readou

t chain, e.g. SEE
 can be cured

 by
issuing a hard

 reset of the m
od

ules from
 PV

SS as d
escribed

 in section X
X

X
. In ord

er to u
nd

er-
stand

 the behavior of the read
out chain in a real environm

ent, tw
o com

p
lem

entary tests w
ere

perform
ed

 and
 are d

escribed in the follow
ing section. 

11.6.1
E

L
M

B
 F

u
ll B

ranch

To investigate the perform
ance and the scalability of the D

C
S readou

t chain to the size requ
ired

by A
T

LA
S, a full vertical slice (or full branch) consisting of 6 C

A
N

bu
ses having 32 E

L
M

B
s each

w
as assem

bled
. 

T
he aim

 of this test w
as to stu

dy the behavior of the system
 w

ith these characteristics to d
is-

cover settings required
 in ord

er to achieve the optim
al results and

 to establish lim
its of the read

-
out chain. These lim

its d
efine the granu

larity of the system
 in term

s of nu
m

ber of E
L

M
B

 per
C

A
N

bus and
 the nu

m
ber of bu

ses per PV
SS system

. In particular, the follow
ing w

as to be
inspected and investigated

:

•
R

em
ote pow

ering of the EL
M

B
 nod

es via the bus. T
he rad

iation levels in the d
etector

cavern im
p

ose that the pow
er supplies w

ill have to be placed
 in the u

nd
erground

electronics room
s U

S15 and
 U

SA
15. T

herefore, the pow
er for the nod

es w
ill have to be

fed
 rem

otely via the C
A

N
bus w

ith distances u
p to 150 m

. (X
X

X
 In the E

LM
B

 section it
m

ust be m
entioned that the nodes consum

e very low
 current, i.e. they w

ere designed to consum
e

low
 current for this purpose X

X
X

)

•
B

u
s load

ing, w
hich d

eterm
ines the nu

m
ber of nod

es per bus. T
he d

ata traffic on the bus
has to be uniform

ly d
istributed

 over tim
e in order to keep the bus load low

 under
norm

al operation. In A
T

L
A

S the bu
s occup

ancy w
ill be kep

t below
 60%

 in order to
cope w

ith a higher load
s w

hich m
ay arise in case of p

roblem
s like pow

er cuts. In these
cases, an avalanche of channel inform

ation w
hich m

ust be handled
 by the system

.

•
O

ptim
ization of the w

ork balance am
ongst the d

ifferent p
rocessing elem

ents in the
readou

t chain. The fu
nctions to be p

erform
ed

 by the E
LM

B, C
A

N
open O

PC
 server and

P
V

SS are hom
ogeneously d

istributed to ensure equal load
 of each of these com

ponents
and to avoid bottle-necks.

•
O

ptim
ization of the system

 p
erform

ance by tuning of d
ifferent softw

are settings su
ch

as upd
ate rates for O

PC
 and the read

out rate.

•
D

eterm
ination of the overall perform

ance of the system
s, w

hich defines the num
ber of

C
A

N
buses w

ith these characteristics p
er PV

SS system
, and

 that w
ill strongly cond

ition
the topology of the different subsystem

s.

T
he setu

p em
ployed

 in the test, show
n in figure 1. A

 system
 of 6 C

A
N

buses w
as op

erated
 from

PV
SS-II using the C

A
N

open O
PC

 server and a K
vaser C

A
N

 interface. T
he bu

s lengths w
ere 350

m
 in all cases, in order to fulfil the A

T
L

A
S requirem

ents w
ith a broad

 m
argin. U

p to 32 E
L

M
B

w
ere connected

 at the end of each C
A

N
bu

s. T
he total nu

m
ber of channels in this system

 w
as:

12288 analog inpu
ts, 3072 d

igital outp
uts, and

 1536 d
igital inputs. In it im

p
ortant to note that

the am
ount of channels in the set up

 described
 here, is of the ord

er of m
agnitu

de of som
e large

applications in A
T

L
A

S.

T
he other end of the C

A
N

buses w
as connected

 to a single PC
 running the SC

A
D

A
 softw

are. A
ll

nod
es in a bu

s w
ere pow

ered
 from

 a single pow
er supp

ly connected
 at the com

pu
ter’s end

 of
the C

A
N

bu
s. A

ll m
essages on the buses w

ere read
 into P

V
SS-II for archiving to the local d

ata-
base. In add

ition, the netw
ork traffic w

as also logged
 using a C

A
N

 analyzer, for off-line com
-
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p
arison betw

een the analyzer and P
V

SS-II database contents. T
his allow

ed to d
eterm

ine
w

hether all C
A

N
 m

essages sent to the bus, have been p
roperly read into PV

SS-II.

D
u

ring the test, the readou
t rate w

as increase in ord
er to pu

sh the system
 to the lim

it. W
hen big

bu
rsts of d

ata arrive at PV
SS-II very rapid

ly, the d
ifferent m

essages are internally bu
ffered, first

by the event m
anager and

 then by the d
ata base m

anager until they are sent to the archiving
m

anager. Tw
o d

ifferent situations can be distingu
ished:

•
Steady run, w

here all m
essages sent by the E

LM
B

s to the bus are stored
 to the P

V
SS-II da-

tabase and
, in ad

dition, the C
PU

 m
em

ory u
sage rem

ains constant, i.e. no bu
ffering is p

er-
form

ed at the PV
SS-II or O

P
C

 level. 

•
T

he so-called
 avalanche run, w

here the fastest p
ossible read-out rate is estim

ated
 for a a

short period
, typ

ically a few
 m

inu
tes. U

nd
er these circum

stances, although all m
essages

are archived
 to the P

V
SS database, the EL

M
B d

ata flow
 is so high, that m

essages cannot
be treated

 in real tim
e and

 are buffered
 at the SC

A
D

A
 level therefore, lead

ing to an in-
crease of the m

em
ory usage. It is im

portant to note that although long term
 operation u

n-
d

er these cond
itions w

ould
 not be p

ossible, this situation can occur, and
 m

ust be handled
by the system

, in case of m
ajor problem

s of the equipm
ent m

onitored, e.g. p
ow

er cu
t,

w
here the read-out system

 w
ill have to cope w

ith large bu
rsts of m

essages for a short in-
terval.

T
he m

onitoring of the bus load w
ith a C

A
N

 analyzer show
ed

 a bu
s load

 of abou
t 65%

 in norm
al

operational cond
itions. T

his result ind
icates that the num

ber of EL
M

B
 per bus at the bus speed

of the test, 125 kbaud
, m

ust not exceed
 32, if all analog inp

ut channels are u
sed

. 

A
 read

out rate of at least 30 s is requ
ired

 for a steady run in a system
 of 6 bu

ses w
ith 32 E

L
M

B
nodes each (12288 analog inpu

t channels). U
nder these cond

itions, the fastest read
out rate in

avalanche m
od

e is lim
ited

 to 8 s for approxim
ately 3 m

inutes. T
he exam

ination of the C
P

U
 load

show
ed that in all cases, the resu

lts presented
 are only lim

ited
 by the C

P
U

 w
ork load

 d
ue to the

P
V

SS-II m
anagers as a consequence of the buffering of the C

A
N

 m
essages. These results ind

i-
cate that the operation of the readou

t is strongly constrained by the perform
ance of PV

SS-II.
T

herefore, this plot can also be und
erstood

 as an estim
ate of the tim

e requ
ired

 by P
V

SS-II to
hand

le d
ifferent d

ata volu
m

es.
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11.6.2
L

on
g term

 o
peration

 in rad
iatio

n

Is this title correct?

T
he long-term

 operation of the full read
ou

t chain w
as tested

 w
ith a num

ber of E
L

M
B

s in a radi-
ation environm

ent sim
ilar to that expected in the A

T
L

A
S cavern, thou

gh w
ith a m

u
ch greater

d
ose rate. T

his environm
ent allow

s the d
ifferent error recovery procedu

res im
p

lem
ented at the

d
ifferent levels of the read

out chain, w
hich are requ

ired
 d

ue to radiation effects to be tested
. A

C
A

N
 bu

s of greater than 100 m
 w

as connected
 to a PC

 running the C
A

N
open O

P
C

 server and
PV

SS-II. T
he test ran for m

ore than tw
o m

onths, w
hich w

as equivalent to m
ore than 300 years at

the exp
ected

 A
T

LA
S dose rate in term

s of T
ID

. T
he C

A
N

 controller in the EL
M

B
 ensu

res that
m

essages are sent correctly to the bu
s, and

 w
ill take any necessary action if errors are d

etected
.

B
it flip

s w
ere seen d

u
ring the test at the E

L
M

B
 u

sing special test softw
are, and

 these are also
hand

led
 at the EL

M
B

 level. T
he O

P
C

 server ensu
res all E

LM
B

s on a bu
s are kept in the opera-

tional state, m
onitoring the m

essages on the bus in case of pow
er glitches. A

t the highest level,
PV

SS scrip
ts w

ere u
tilized

 to m
onitor the cu

rrent consum
ption for the bus (w

here increase in
cu

rrent is an ind
ication of latch-u

p or d
am

age from
 long term

 T
ID

) and
 to reset EL

M
B

s if com
-

m
unication has been lost. T

hrou
gh this script, the pow

er sup
ply for the bu

s w
as controlled

allow
ing for hard

 resets to be perform
ed

. N
o user intervention w

as necessary d
uring the tim

e of
the test.

11.7
A

pp
licatio

ns

C
overs: C

om
m

on Infrastructure controls (racks, cooling, radiation m
onitoring, etc.)

T
he A

LTA
S D

C
S system

 has an ‘extra’ subdetector. T
his is the C

om
m

on Infrastructure C
ontrols (C

IC
)

subdetector w
hich is used to m

onitor and control all system
s(?) that are com

m
on to other subdetectors.

T
he m

onitoring and control of these system
s is not exclusive to a given subdetector, therefore the need for

an overall control station w
as identified. T

he C
IC

 w
ill be a full vertical slice of the D

C
S (including both

B
E

 and FE
) and w

ill be capable of stand-alone operation. T
he system

s under the supervision of the C
IC

are:•
R

ack control

•
C

ooling

•
R

adiation M
onitoring

•
G

as????

Inform
ation obtained from

 these system
s is required for the other subdetectors. T

here w
ill be com

m
unica-

tion betw
een the C

IC
 and the other SC

Ss for this purpose. For exam
ple, a subdetector m

ay w
ish to sw

itch
off high voltage if the cooling is not functioning correctly. T

his m
eans that softw

are interlocks of the dif-
ferent subdetectors rely on inform

ation provided by the C
IC

.

T
he LH

C
 rack project [ref: w

w
w

.cern.ch/E
SS/crateP

roject/] uses standard connection protocols (C
A

N
 or

W
orldFIP

 w
ith O

P
C

) to allow
 control of the sub-racks in the experim

ent area.

T
he LH

C
 experim

ent G
as C

ontrol System
 (LH

C
 G

C
S) aim

s at providing LH
C

 experim
ents w

ith a
unique control system

 (supervision and process control layers) for the 23 gas system
s of the four LH

C
experim

ents. T
he E

P
 division G

as W
orking G

roup has been set up to investigate the feasibility of develop-
ing com

m
on gas system

s for the m
any sub-detectors that com

pose the LH
C

 experim
ents. T

he G
W

G
 m

an-
dated the IT-C

O
 group to design and develop the corresponding control system

s. T
he system

 uses a P
LC

w
ith standard interface softw

are.
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M
uon alignm

ent system
, LA

r purity control system
, C

S calibration source of the Tilecal, etc.

Subdetector specific equipm
ent is used w

here the needs of the subdetector are too specific for com
m

ercial
hardw

are to fulfill the requirem
ents. A

lthough the hardw
are and softw

are of these system
s m

ay be non-
standard, the interface betw

een these system
s and the detector control system

 m
ust be a recognized stan-

dard. T
hese system

s often perform
 com

plex calculations, though only a sub-set of these results are passed
to the SC

A
D

A
 system

. T
he interface is released using such standards as O

P
C

.

11.8
C

on
nectio

n to
 D

A
Q

 

To be reduced...

In ord
er to grant a coherent functioning of both D

C
S and

 the physical d
ata triggering and acqu

i-
sition the follow

ing com
m

unication fu
nctionality is to be p

rovid
ed

 [11.6_1, 11.6_2]:

•
Trigger and

 D
A

Q
 app

lications should
 be capable to access D

C
S d

ata (d
etector, accelerator

and environm
ent p

aram
eters) that are necessary for both on-line evalu

ation of ru
n cond

i-
tions and of-line event reconstru

ction.

•
D

A
Q

 d
ata im

portant for the detector control (e.g., like run type and
 statu

s) shou
ld

 be
available for D

C
S.

•
D

A
Q

 (in particular, the D
A

Q
 shift operator) should

 be inform
ed about critical events

w
ithin the d

etector control system
.

•
D

A
Q

 should be capable to issue com
m

and
s for D

C
S in order to synchronize the states of

D
A

Q
 and D

C
S as w

ell as to p
erform

 specific operation on d
etector w

hen they are fore-
seen for a certain circum

stances and
/

or ru
n state. The com

m
and execution resu

lts should
be then delivered

 back to the application having the com
m

and
 issued

.

11.8.1
C

o
ntext of C

om
m

u
nicatio

n S
ub

system

In accord
ance of the concept of T

D
A

Q
 p

artitioning [11.6_3] the com
m

u
nication fu

nctionality
requ

ired
 shou

ld
 be provid

ed
 for each need

ing it T
D

A
Q

 p
artition ind

ependently of others.

T
he T

D
A

Q
 O

nline softw
are package (see C

h.10) provid
es a series of services for Trigger/

D
A

Q
inter-application com

m
unications of the content d

eclared above for D
C

S com
m

u
nication. T

hey
are the Inform

ation Service (IS) allow
ing to share the ru

n tim
e inform

ation (10.3.3.1), E
rror

R
ep

orting Service (E
R

S) providing d
istribu

tion of app
lication m

essages (10.3.3.2) and the R
un

C
ontrol package (see 10.1.3.1 and 13.2) running a finite state m

achine to represent and control/
synchronize the states of T

D
A

Q
 su

bsystem
s' belonging to a p

artition. T
hese services/sub-

system
s w

ill be used as the D
A

Q
-sid

e connection points for the com
m

unication w
ith D

C
S. 

T
he PV

SS II produ
ct (11.4.1.2.3) d

efined
 as the base of d

eveloping the d
etector controls has no

facilities to com
m

u
nicate w

ith the external application in an active m
anner. Therefore, the D

A
Q

- D
C

S C
om

m
unication subsystem

 (D
D

C
) has to be im

plem
ented

 as an active interface capable
to com

m
u

nicate w
ith both the D

A
Q

 connection services d
efined

 above and
 a P

V
SS system

. The
tool for the latter is provid

ed
 by a p

ow
erful ap

plication p
rogram

 interface (A
PI) of PV

SS II
allow

ing full direct netw
ork access to the P

V
SS app

lication runtim
e d

atabase.
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In ord
er to provid

e better perform
ance and

 reliability and
 in accord

ance of D
A

Q
-sid

e connec-
tion p

oints the D
D

C
 subsystem

 is to be im
p

lem
ented

 as three indep
end

ent app
lications w

ith the
follow

ing fu
nctionality:

•
B

i-d
irectional exchange of data like param

eters and
 status values;

•
Transm

ission of D
C

S m
essages, like alarm

s, to D
A

Q
;

•
Synchronization D

C
S w

ith TD
A

Q
 run control and

 provid
ing ability for D

A
Q

 to issu
e

com
m

and
s on D

C
S (w

ith feed
back).

T
he context d

iagram
s of these ap

plications are show
n in fig. 11.6.1.

Fig.11.6.1 D
A

Q
 - D

C
S com

m
u

nication system
's context d

iagram

T
he C

onfiguration D
ata on the fig 11.6.1 is to define the T

D
A

Q
 p

artition that the app
lication is

to w
ork at, list of d

ata/
m

essages/com
m

and
s to handle, etc. T

his inform
ation should be defined

in the TD
A

Q
 configuration d

atabase. T
he applications configure them

selves w
hile starting.

E
ach of the ap

plications then subscribes in the sou
rce sid

e for the d
ata, m

essages or com
m

and
s

having been d
efined by the configu

ration and transfers that inform
ation to the partner system

w
hen arises/

changes.

11.8.2
C

om
m

u
nicatio

n S
o

ftw
are (Interface D

C
S

 - Trig
ger/D

A
Q

)

T
he section describes the D

A
Q

 - D
C

S com
m

unication softw
are. T

he prototype of the D
D

C
 pack-

age has been tried
 in the test beam

 experim
ents of 2002 - 2003 and

 dem
onstrated satisfactory

and
 reliable capability of w

orking.

11.8.2.1
D

ata Transfer F
acility (D

D
C

-D
T)

T
he d

ata exchange in both d
irections is to be im

plem
ented

 via the Inform
ation Service of D

A
Q

O
nline softw

are. T
he application keeps the d

ata elem
ents (p

aram
eters of the system

s) declared
in the D

D
C

-D
T

 configuration being the sam
e in both PV

SS ap
plication and

 the Inform
ation ser-

vice. T
his is d

one on the base of the subscrip
tion m

echanism
 available for both sid

es. T
he list of

d
ata to be transferred

 in both of d
irections is the content of the D

D
C

-D
T

 configuration. The col-
laboration d

iagram
 of this use case is d

raw
n in fig.11.6.2. Figure 11.6.3 show

s the use case of a
single read

 D
C

S d
ata on requ

est of a TD
A

Q
 ap

p
lication that is also to be p

rovid
ed

 by D
D

C
-D

T.

�
�
�

�
���

�
���

��	�

�


�

� 

�
�





�


�



�
���������	


����	��

�
�
�����

��
���������	


�	��

�
�
�����



�
�
�����



�
�
�����

�
�
�
���
�
��	��

�


�	�

�
	�

�
�
���

�����
���������	
��	�

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
��������

�
���������	
��	�

�	�
�
�
���

�
	�

�
�
�

�������

�
	�

�
�
�

�������
�
	�

�
�
��

����
����������	��
���	��


���
	����	�������	��
���	��


���
��

�
����������	��
���	��

�
�
�

�
	����

	
�
���

��	�

�


�

�
�



�
�





�


�



�
���������	
��	�

������
�������

�
�
�
���
�
��	��

�


�	�

�
�������



�
�

�
�������

�
�
�

�
�
�
�
��
�

�
���

��	�

�


�

�

�
�





�


�



�
�
�
���
�
��	��

�


�	�



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

11
  D

C
S

129

Figure 11.6.2 D
D

C
-D

T
 collaboration d

iagram
s (upd

ate d
ata on change)

Figure 11.6.3 D
D

C
-D

T
 collaboration d

iagram
 (get data on request)

In figures above D
D

C
-D

T
 is the ap

plication, w
hich alw

ays issues the first m
essage either for

D
C

S (PV
SS) or for IS. It is assum

ed
, therefore, that tw

o system
s to com

m
unicate are alread

y
w

orking w
hen D

D
C

-D
T

 starts. H
ow

ever, the situ
ation w

hen a system
 is not yet read

y (as w
ell

as stop/
restart of any of them

 du
ring the run) is handled

 also properly w
ith issu

ing an error
m

essage and
 w

aiting the readiness.

T
he D

D
C

-D
T

 application is to be im
plem

ented as a PV
SS A

PI m
anager [11.6_4], w

hich inte-
grates the application program

 interface of D
A

Q
 inform

ation service to set and
 get d

ata to/
from

 there. 

11.8.2.2
M

essag
e Tran

sfer Facility (D
D

C
-M

T)

T
he D

C
S m

essage transferring to D
A

Q
 is to be im

plem
ented

 via the Error R
ep

orting System
 of

D
A

Q
. T

he collaboration diagram
 of the app

lication is draw
n in fig.11.6.4.

�
�
�
��
�
�
�
�

�
�
�
���

	

��

�

��������
�

�
�
	�

��

��
�

�
�
�

�
�

��

�
�
�

�
�
�
���

	

��

�

�

�
�
	�

��

��
�

�
�
	�

��

��
�

��������
�

�

�
�

�

�
�
�
��
�
�
�
�

�
�
�
���

	

��

�

�
�	�
�����

�
�
�

�
�

��

�
�
�

�
�
�
���

	

��

�

�
�	�


����
�

��
������

�

� �

�

�
���

�
�
��
�
��
�
	
�

�
��
����



���

��
�����

���
�
	
��
�
��
�
�
�

�
��
����



���

�

�



�
�
����

�
�	�

�
�
�
��
�
�
�
�

�
�
�
��	
���




��������

��������	�

�
�
�
��

�
��

�
�
�

�
�
�
��	
���




�


	�
�
������
�
��	�
�


��������	�


��	�
�

�

�
�

�

��������	�
�


��	�
�
�

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

130
11

  D
C

S

Figu
re 11.6.2 D

D
C

-M
T

 collaboration diagram
.

T
he D

D
C

-M
T

 configu
ration d

efines the list of D
C

S alarm
s and

 text variables to be d
elivered

 for
E

R
S. 

In fig.11.6.4 D
D

C
-M

T
 is the subsystem

, w
hich alw

ays issues the first m
essage (su

bscrip
tion) for

D
C

S and
, w

hile a D
C

S m
essage has cam

e, sends it to the E
R

S server of a correspond
ing TD

A
Q

partition. It is assum
ed, therefore, that typically both D

C
S' P

V
SS application and

 E
R

S are
alread

y w
orking w

hen D
D

C
-M

T
 starts. If how

ever PV
SS system

 is not running, D
D

C
-M

T
 issues

a m
essage about the connection error and

 w
aits the read

iness of PV
SS ap

plication. If E
R

S server
is not running w

hen D
D

C
-M

T
 has started

 a console error m
essage is to be issued

. The D
C

S m
es-

sages that have been issued
 earlier than ER

S server starts w
ill not be d

elivered
 for D

A
Q

. A
T

D
A

Q
 app

lication w
ill receive, surely, only the m

essages com
ing to the ER

S server after that
application has subscribed for them

. 

T
he D

D
C

-M
T

 application is to be im
p

lem
ented as a P

V
SS A

PI m
anager [11.6_4], that integrates

the application program
 interface of D

A
Q

 error reporting service to d
istribu

te m
essages.

11.8.2.3
C

o
m

m
and

 Transfer F
acility (D

D
C

-C
T)

T
he D

D
C

-C
T

 su
bsystem

 is im
plem

ented
 as a d

ed
icated

 run controller (R
C

) to be inclu
ded

 as a
leaf into a D

A
Q

 partition run control tree (see 13.2). T
he D

D
C

-C
T run controller, like any other

run controller, is cap
able to execu

te stand
ard

 com
m

and
s cau

sing its transitions as d
efined

 by
the finite state m

achine. The collaboration d
iagram

 of this u
se case is d

raw
n in fig.11.6.5a.
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Fig. 11.6.5 D
D

C
-C

T
 collaboration diagram

B
y D

A
Q

 R
un C

ontrol w
e m

ean the part of the run control tree of a D
A

Q
 partition above the

D
D

C
-C

T controller (parent tree). 

T
he content of a d

dc_com
m

and and its execution is the responsibility of D
C

S P
V

SS ap
plication.

M
apping of the ru

n control transitions onto certain set of com
m

and
s on D

C
S is to be d

one
accord

ing to D
D

C
-C

T configuration. T
hat configu

ration d
efines the list of com

m
ands available

for issuing for a certain PV
SS system

 as w
ell as the correspondence betw

een the dd
c_com

m
and

set and
 the standard

 set of the run control com
m

and
s (rc_com

m
and

 on fig.11.6.5a).

A
nother w

ay of operating by D
C

S from
 the D

A
Q

 sid
e is to be im

p
lem

ented as so-called
 “non-

transition” com
m

and
s (nt-com

m
ands). T

he latter term
 em

phasizes that those com
m

and
s d

o not
cause any finite state m

achine transition, though being executed
 by the sam

e D
D

C
-C

T
 app

lica-
tion. A

n nt-com
m

and
 m

ay be issued
 either by the p

arent ru
n controller or by any other T

D
A

Q
app

lication. T
he collaboration d

iagram
 for the use case of non-transition com

m
and

s is pre-
sented

 in fig.11.6.5b. 

It is assum
ed that norm

ally the D
C

S app
lication has been started earlier than all the others m

en-
tioned in fig.11.6.5. If a com

m
and

 has been issued
 w

hile D
C

S is not yet running, an error
resp

onse code w
ill be returned for the com

m
and send

er.

T
he D

D
C

-C
T

 application is to be im
plem

ented
 as a PV

SS A
PI m

anager [11.6_4], w
ho inherits

the rc_interface class of T
D

A
Q

 run controllers and
 integrates the application program

 interface
of D

A
Q

 inform
ation service to receive non-transition com

m
and

s.
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11.9
E

xternal S
ystem

s

To be sum
m

arized...

T
he term

 E
xternal System

s d
esignates system

s having their ow
n control system

 w
ith w

hich the
D

C
S has to interact. W

e can distingu
ish tw

o m
ain external system

s: the C
E

R
N

 technical infra-
structure and the L

H
C

 accelerator. The form
er consists of a num

ber of subsystem
s like cooling

and
 ventilation, electricity d

istribution, radiation m
onitoring, etc. T

he D
etector Safety System

(D
SS) and the M

agnet C
ontrol System

 are also consid
ered

 p
art of the technical infrastructure.

A
ll these external system

s m
ust be concurrent into the general D

C
S. A

lthough these system
s are

d
esigned to react in case of p

roblem
s, early ind

ications of their statu
s m

ust be notified
 to the

D
C

S since they m
ay have consequ

ences onto the d
etector and

 au
tom

atic corrective actions,
d

riven by the D
C

S, m
ay be requ

ired
. T

he D
C

S w
ill reflect also the states of all these system

s
and

, in m
any cases, w

ill act as their u
ser interface. 

T
he connection w

ill sup
port bid

irectional inform
ation exchange and, in som

e cases, also the
send

ing and receiving of com
m

and
s. This interface w

ill be u
niqu

e for the 4 L
H

C
 experim

ents
and

 it w
ill be developed

 in the fram
ew

ork of the JC
O

P.

11.9.1
Technical S

ervices

X
X

X
 T

his section can be m
oved to the A

pplications since these are not really external system
s X

X
X

T
he technical services arou

nd
 the A

T
L

A
S d

etector inclu
d

e cryogenics and
 conventional cooling,

ventilation, gas system
, electricity, rad

iation m
onitoring, low

 and
 high voltage pow

er supp
lies.

T
he D

C
S w

ill also have access to the control and
 status of infrastructure includ

ing A
C

 m
ains, air

cond
itioning etc. T

hese services w
ill m

onitor the environm
ent to guarantee the safety of the per-

sonnel and
 equipm

ent and w
ill enable the different subd

etectors of the exp
erim

ent to function
w

ithin their required operating cond
itions. Som

e of the system
s w

ill need
 feedback from

 the
subd

etector to op
erate. T

his is the case for the gas system
 and

 cooling, w
here p

art of their
equ

ipm
ent consist of external stand-alone PL

C
 or com

m
ercial I/O

 m
od

ules, w
hereas som

e
inform

ation com
e from

 the d
etectors them

selves. T
herefore, slow

 closed-loop
s m

aybe need
ed

betw
een the D

C
S and

 this type of system
s.

11.9.2
E

n
viro

nm
en

tal Infrastructure

E
nvironm

ental param
eters inclu

ding hum
idity and

 atm
ospheric p

ressu
re in the cavern and

 at
surface, the com

p
osition of the air in cavern (O

2 levels etc.) w
ill be m

onitored by the overall
D

C
S and

 m
ad

e available to the d
etectors. T

he tem
perature, for exam

p
le, ranges from

 4.5 K
 for

the su
per-condu

cting m
agnets, to 88 K

 for the liquid
 argon calorim

eters, to 253 K
 for the p

ixel
and

 silicon parts of the inner d
etector to 293 K

 for the T
R

T, tile calorim
eter and

 m
uon cham

bers.
T

he state of these system
s and early ind

ications of problem
s m

ust be presented
 to the operator.

T
he D

C
S w

ill hand
le, present and

 log this d
ata. A

u
tom

atic corrective actions m
u

st be taken by
the D

C
S if required

. M
oreover, after the tem

p
orary stop

 of one of these system
s, the D

C
S has to

prepare the d
etector for the restart.

R
ad

iation m
onitoring is an area w

here inform
ation from

 m
any sources w

ill be u
sed

. T
he subd

e-
tectors them

selves are sensitive rad
iation p

robes, but also d
ed

icated
 sensors and inform

ation
from

 the m
onitoring of the environm

ent w
ill be u

sed
. 
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11.9.3
D

etecto
r S

afety S
ystem

A
s previously m

entioned, the D
C

S
 is not responsible for the security of the personal nor for the ultim

ate
safety of the equipm

ent. T
he form

er is responsibility of the L
H

C
-w

ide hazard detection system
s, w

hich
w

ill alert the fire brigade in case of severe problem
s such as gas leaks or fire, w

hereas the latter has to be
guaranteed by hardw

are interlocks and stand-alone PL
C

 and it is responsibility of the D
etector Safety

S
ystem

. A
lthough the inform

ation exchange betw
een the D

C
S

 and the D
S

S
 m

ust be bi-directional,
actions m

ust go only in one direction. T
he D

C
S

 m
ust not disturb the operation of the safety system

. H
ow

-
ever, w

arnings about problem
s detected by the safety system

 m
ust be notified to the D

C
S

 in order to take
corrective actions or to shut dow

n the problem
atic part of the detector. C

ontrol access w
ill also be handled

by the C
E

R
N

 services and it w
ill be needed at the D

C
S side.

11.9.4
M

agn
et system

 

T
he m

agnet system
, described in the first chapter, rep

resents one third
 of the total bu

d
get of the

A
T

L
A

S d
etector. A

lthough d
u

e to its critical requirem
ents [10] and

 com
plication, a ded

icated
P

LC
-based control system

 w
ill be im

p
lem

ented and
 the op

erator w
ill not need

 d
irect control, a

d
etailed online status and know

led
ge of all im

portant param
eters of the m

agnets, is essential
for the operation of the d

etector and
 for the subsequent p

hysics analysis. T
his d

ed
icated

 system
w

ill supervise and
 control the cryogenics, the cooling system

, the p
ow

er sup
plies and

 the
instru

m
entation of the m

agnet.

T
he toroid coil system

 has a 21 kA
 p

ow
er sup

ply and
 is equipped

 w
ith control system

s for fast
and slow

 energy du
m

p
s. T

he central solenoid
 is energized

 by an 8 kA
 pow

er supp
ly. A

n ade-
quate and p

roven quench p
rotection system

 has been d
esigned to safely dissipate the stored

energies w
ithou

t overheating the coil w
ind

ings.

T
he central solenoid

 is cooled
 by a refrigerator. In ad

dition, the barrel toroid
 and

 the end
-cap

toroid, have cold
 helium

 pu
m

p
s to gu

arantee appropriate cooling by a forced
 heliu

m
 flow

 at 4.5
K

. T
he cooling p

ow
er is supp

lied
 by a central refrigeration p

lant located
 in the side cavern and

the services are d
istributed

 am
ong the four m

agnets. 

A
 fieldbus w

ill connect all instrum
entation to the m

ain control centre in the U
SA

15 cavern. The
m

agnet supervisory control system
 could

 be im
plem

ented
 u

sing som
e standard tools of the

general D
C

S, thu
s SC

A
D

A
 and general-pu

rpose I/O
 m

odu
les. This w

ould
 facilitate the integra-

tion of this su
bsystem

 w
ithin the overall D

C
S.

11.9.5
L

H
C

A
n robust interface betw

een the experim
ent and

 the accelerator m
ust be provid

ed. Instanta-
neous beam

 p
aram

eters like the d
ifferent types of background, beam

 position, ind
ivid

ual bu
nch

lum
inosities, observed in the d

etector m
ust be transferred

 from
 the exp

erim
ent to the accelera-

tor for consequent tu
ning of the beam

.

T
he experim

ent w
ill also give all inform

ation on its statu
s such as status of its m

agnets, in par-
ticular, the solenoid

 w
hich acts d

irectly on the beam
s, statu

s of sensitive equipm
ent like high

voltage on the sub-d
etectors and

 other status signals as w
ell as global status signals such as the

operation state of the d
etector, setting up

, etc. T
he D

C
S has to m

ake sure that the detector is in
an ap

prop
riate state (e.g. voltage settings) before L

H
C

 is allow
ed

 to inject particles.
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A
T

LA
S m

ay need
 the p

ossibility to request actions like a fast beam
 d

um
p should

 the back-
grounds becom

e dangerou
s for the subd

etectors or injection inhibit. This im
p

ortant feature has
to be im

plem
ented

 by a fast interlock system
. 

O
n the other hand

, m
achine param

eters like statu
s signals for setting u

p, shu
t-d

ow
n, controlled

access, stable beam
s, beam

 cleaning m
ust be transferred

 from
 the accelerator to the experim

ent.
T

he m
achine should also p

rovid
e inform

ation on the beam
 like em

ittance, focu
sing param

eters,
energy, nu

m
ber of particles per bunch, a horizontal and

 vertical p
rofile, need

ed
 for offline p

hys-
ics analysis. Inform

ation on the vacuum
 cond

itions in the vicinity of and
 in the exp

erim
ental

straight section and
 p

osition of the collim
ator are also of interest to the exp

erim
ent. 

T
he LH

C
 has ded

icated
 instru

m
entation for the com

prehensive m
easu

rem
ent of all these

param
eters. T

he subset of operational p
aram

eters of the accelerator, relevant to the operation of
the d

etector or to the su
bsequent physics analyses have to be d

elivered to the D
C

S and
 m

ust be
logged

.

A
lthou

gh the exchange of m
any of these param

eters is only needed
 d

uring d
ata-taking, a su

bset
of this inform

ation, like the integrated
 rad

iation d
oses in the d

ifferent parts of the d
etector m

ea-
sured

 by the D
C

S, has to be know
n to the L

H
C

 at all tim
es. T

herefore, this com
m

unication is
required regard

less the state of A
TL

A
S. T

his is one m
ain reason w

hy this com
m

unication w
ill

be hand
led

 by the D
C

S on the A
T

L
A

S sid
e and

 not by the D
A

Q
 system

. 

Sim
ilar functionality is currently required

 to interface the C
ER

N
 Sup

er Proton Synchrotron
(SPS) d

uring testbeam
 activities and

 com
m

issioning of the L
H

C
 exp

erim
ents. T

he solu
tion cu

r-
rently ad

opted
 is presented

 in chap
ter 5.

M
ore w

ork is requ
ired

 concerning the interaction of accelerator and the experim
ent du

ring
operation w

hich w
ill have to be ad

dressed in the com
ing years. A

ll inform
ation exchange

should
 be d

one w
ith the sam

e m
echanism

 as u
sed

 for the com
m

unication w
ith the other exter-

nal system
s.

T
he C

E
R

N
 Services, L

H
C

 and D
etector Safety System

 w
ill be interfaced

 by m
eans of the D

ata
Interchange p

rotocol to be p
rovid

ed
 by JC

O
P.
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12
Interfaces

12.1
E

xtern
al to

 TD
A

Q

12.1.1
L

H
C

 m
achin

e

12.1.2
D

etectors

12.1.3
O

ff-line

12.2
In

ternal to T
D

A
Q

12.2.1
LV

L
1

12.2.2
...

12.3
R

eferences 
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13
E

xperim
ent con

trol

T
his chapter has been positioned after all other chapters in this part because it relies on inform

ation pre-
sented in the previous chapters.

+
T

his chapter w
ill describe how

 the different system
s and building blocks of the overall controls architec-

ture presented in chapter 5 and described in chapters 10 and 11 are used to provide the overall controls
functionality required by the experim

ent in the follow
ing scenarios: 

•
P

hysics data-taking, 

•
C

alibrations, w
here only D

A
Q

 or D
C

S are involved or w
here both system

s are required.

•
O

perations outside a run.

+
It is assum

ed that these scenarios have been introduced in chapter 3. 

+
T

he chapter w
ill contain a description of the functionality required by the different system

s, nam
ely D

F,
H

LT
 and the detectors. 

+
T

he operation of the O
nline Softw

are System
 State m

achine and the D
C

S as Finite State M
achines and

their synchronisation w
ill be addressed .

+
T

he overall control system
 w

ill provide the flexibility required to operate the subdetectors both in stand-
alone m

ode and in an integrated m
ode for concurrent data taking. Scenarios w

ill be presented.

+
T

he overall coordination of the system
s above and the LH

C
 accelerator for P

hysics data-taking w
ill be

described. 

+
For P

hysics data taking the T
D

A
Q

 control w
ill act as the m

aster w
hile the D

C
S w

ill act as a slave. 

+
T

he D
C

S has to operate continuously w
ith no interruption.

+
Special em

phasis w
ill be placed on the connection D

A
Q

-D
C

S in the different scenarii m
entioned above,

w
here the connection points and the flow

 of data, m
essages and com

m
ands betw

een both system
s w

ill be
described. 

+
Som

e use cases on error handling in the different scenarii w
ill be sketched.

13.1
In

tro
du

ctio
n

T
his chapter brings all the control elem

ents together to show
 the overall control strategy and

d
escribe the m

echanism
s involved

. The concep
ts presented

 here w
ill have alread

y been intro-
d

uced in C
hapter

5, "A
rchitecture".

13.2
C

o
ntrol coordin

atio
n

E
xplain the three different finite state m

achines p
resent in the system

, nam
ely online, D

C
S, and

m
achine, and

 their synchronisation.
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13.3
S

ub
-system

 con
trol

T
he inform

ation presented here m
ight already be presented elsew

here in w
hich case this section is not

needed.

online softw
are concep

ts

d
etector control

H
LT

 farm
 su

pervision

D
F control

13.4
C

on
trol scenario

s

C
ontrol scenarios of:

•
d

ifferent types of calibration.

•
physics ru

n.

•
operation outsid

e a run.

13.5
R

eferen
ces 
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14
P

hysics selectio
n and H

LT p
erform

an
ce

14.1
In

tro
du

ctio
n

R
ecall the strategy (as in Section 4) and

 the inclu
sive approach (m

ore d
etails later on non-inclu-

sive selections).

E
xplain the u

se of selection algorithm
s at d

ifferent levels and the selection sequence

H
ighlight the use of up

dated
 d

etector geom
etry (also in start-u

p phase, i.e. staged
, im

plem
enta-

tion) and
 (w

herever possible!) the use of realistic data and com
m

unication schem
es, the use of

fully sim
ulated

 data w
ith p

roper p
ile-up

2x10
33 cm

−2s −1 (w
e need a FM

 variable here!) and
 L

=
1.0

×
10

34 cm
−2s −1 d

ifferent app
roaches

Find
 a clever w

ay to explain how
 w

e w
ill d

o bricolage w
hen w

e cannot u
se the fu

ll-fled
ged

schem
a to get byte stream

, d
ecod

e, ap
p

ly H
LT

 algorithm
s, d

erive featu
res, take decision.

D
on’t d

o like C
M

S (becau
se w

e can) and d
o not explain all the things that w

e alread
y said

 in
P

hysics TD
R

 and
 H

LT
 T

P, but only reference them
.

14.2
C

o
m

m
on

 to
ols for selection

D
escribe the tools (algorithm

s) u
sed

 at the d
ifferent levels, w

ith a focus on the LV
L

2 detector re-
constru

ction (e.g. C
alorim

eter clu
stering, ID

 tracking, etc). 

H
ighlight the app

roach of the A
lgorithm

 Task Force, the use of com
m

on tools for d
ifferent selec-

tions. D
o not forget that E

F is “inherited” from
 off-line and explain how

 m
u

ch of the full analy-
sis chain is retained

 here.

L
ink also w

ith d
escrip

tion of PE
SA

-SW
, Steering, D

ata A
ccess, etc.

14.3
S

ign
atu

res, rates and
 efficiencies

D
erive from

 Trigger M
enus (of Section 4) list of representative physics signatu

res (à la T
P

).

14.3.1
e/gam

m
a

E
m

phasis on this selection: m
ost of explanations w

ill be here.

14.3.2
M

uo
n selection

D
ifferences w

rt T
P, low

-p
T  signatu

res (see later for B
), barrel approach, end

-cap
 ?
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14.3.3
Tau

/jets/E
T m

iss 

H
ighlight m

ajor d
iscovery channels, for tau

s probably start u
sing bricolage

14.3.4
b-tagg

ing

D
efine on-line strategy for this, exp

lain w
hy w

e think w
e need

 it, d
iscuss im

p
lications for jets

threshold
s (and

 hence rates)

14.3.5
B

-p
h

ysics

A
gree on A

T
L

A
S policy. E

xp
lain strategy, start w

ith d
i-m

u
ons selection, fill-in w

ith other low
-p

T
signatu

res w
ith d

ecreasing instantaneou
s lum

inosity (som
e of this p

robably alread
y in Section

4)For each of the above, go through the list of signatures and
 derive nu

m
bers for rates and effi-

ciencies (both H
LT

 w
rt LV

L
1 and

 betw
een LV

L
2 and

 E
F steps)

See also recent Sau
l’s com

m
ents to includ

e test-bed resu
lts in p

erform
ance evalu

ation

14.4
E

ven
t rates and

 size to
 off-lin

e

D
efine present ideas about d

ata com
pression and

 red
uction, zero sup

pression for LA
r (and

T
R

T
?): this m

ight be probably be elsew
here as w

ell. D
ifferences betw

een zeros at the E
F and

loss-less d
ata com

pression in the R
O

Ses.

G
lobal table on rates for initial and

 high lum
inosity, im

plication for off-line reconstruction (cost-
ing, later)

14.5
S

tart-up scen
ario

Shou
ld

 be here? Picture a global app
roach on how

 w
e are going to handle, at the selection level,

the first year of running, assum
ing a certain m

achine scenario. It is p
robably very app

ealing for
L

H
C

C

14.6
R

eferen
ces 

14-1
A

T
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ance technical design report, C

E
R

N
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H
C

C
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(1999)
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15
O

verall system
 perform

ance and
 validatio

n

15.1
In

tro
du

ctio
n

- D
efinition of valid

ation of rate capability, its context and
 scope.

- Sum
m

ary of valid
ation process

15.2
In

teg
rated P

roto
typ

es

D
escription of the prototypes:

•
H

LT
/

PE
SA

 prototype 

•
integrated

 10%
 system

15.2.1
S

ystem
 perfo

rm
an

ce o
f event selectio

n

N
O

T
E

: T
his section w

ill (necessarily) be com
pleted at a later tim

e. T
he w

ork described here is ongoing,
and in som

e cases, not even started. T
he follow

ing sub-sections m
ay be re-shuffled or m

odified to accom
-

m
odate the evolving tests.

T
he H

igh Level Trigger w
ill select and classify events based

 on softw
are largely developed

 in
the offline environm

ent. T
his app

roach m
inim

izes d
uplication of effort and

 ensures consistency
betw

een the offline and the online event selections. H
ow

ever, given the strict p
erform

ance re-
quirem

ents of a real-tim
e online environm

ent, it is essential to evaluate the perform
ance of the

H
LT

 event selection softw
are (“PE

SA
 softw

are”) in a realistic trigger environm
ent.

T
he resource utilization characteristics of the P

ESA
 softw

are are an im
portant input to the m

od-
els that pred

ict overall system
 size and

 cost. For this reason, a prototyping program
 w

as d
evel-

oped
 to perform

 ded
icated

 system
 perform

ance m
easurem

ents of the P
ESA

 softw
are in a

testbed
 environem

ent. T
he follow

ing sections sum
m

arize the outcom
e of this m

easurem
ent pro-

gram
.

H
ere need to be m

ore specific as to w
hat testbeds w

e are referring to. D
ifferentiate w

ith 10%
 testbed.

Stress: lim
ited scope to P

E
SA

 sw
 and dataflow

 and H
LT

 com
ponents necessary to run it.

15.2.1.1
M

easu
rem

en
t an

d valid
ation

 strateg
y

H
ere w

e need to describe the approach taken in the testbed w
ork: First perform

 functional integration and
then perform

ance m
easurem

ents. R
efer to backup docum

ents (to com
e).

A
ddress robustness requirem

ents (runs m
ore frequently in online that in offline)?

Short d
escription of testbed

s used
: 

•
LV

L2
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•
E

F

•
integrated

 LV
L

2-E
F

15.2.1.2
E

ven
t selectio

n at LV
L2

D
escribe softw

are com
ponents used

 in event selection:

•
P

ESA
 Steering C

ontroller

•
Steering, C

O
nfigu

ration. Trigger M
enus

•
Trigger A

lgorithm
s: T2C

alo, SiTree/ID
SC

A
N

•
D

ata u
np

acking: B
S converters for L

A
r,Tile,Si/

p
ixels

D
escribe hardw

are com
ponents in testbed

:

•
L

2PU

•
R

O
S em

u
lator

•
L

2SV

H
ere describe system

 perform
ance results for various com

ponents in different configurations, e.g., P
SC

overhead, fram
ew

ork overhead, algorithm
 usage of C

P
U

 resources, num
ber of threads, etc. O

nly a few
 re-

sults show
n in a table. T

he rest w
ill be in a backup docum

ent.

A
lso give a sense of w

hat sort of optim
ization can still be done in the softw

are/strategy so that per-
frorm

ance can be brought to an acceptable level.

15.2.1.3
E

ven
t selectio

n at th
e E

vent F
ilter

Sam
e approach as LV

L2 above.

T
he Event Filter w

ill select and
 classify events using reconstru

ction algorithm
s d

eveloped
 by

the offline com
m

u
nity.

Inclu
de resu

lts (TA
B

L
E

).

C
om

parison w
ith stand-alone offline m

easurem
ents

15.2.1.4
Testin

g
 o

f H
LT

H
ere w

ill try to treat LV
L2/E

F as one unit. Show
 successful integration of LV

L2 and E
F in a testbed.

B
riefly talk about benefits of LV

L2-seeded E
vent filter and the use of the pR

O
S.

15.2.2
Th

e 10%
 p

ro
totype

D
escription of the integrated

 10%
 system



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

15
  O

verall system
 perform

ance and validation
147

15.2.2.1
Labo

rato
ry setu

p

       - m
achines, netw

orks, O
S p

latform
(s), hard

w
are em

u
lators (if any)

       - refer to architectu
re and com

ponents chapters for details

15.2.2.2
D

escrip
tio

n
 o

f the m
easurem

en
ts

       - scope of the m
easu

rem
ent (w

hat param
eter(s) of C

hapter
2, "P

aram
eters" are w

e testing)

       - p
aram

eter space covered

15.2.2.3
R

esu
lts

       - p
rototype results

       - com
p

arison w
ith required p

erform
ance

15.3
F

un
ctio

nal tests an
d testb

eam

D
u

ring prototyping phases, often the p
erform

ance of a system
 is p

ut in foreground w
ith respect

to its stability and
 m

aintainability. Fu
nctional u

ser requirem
ents have in this p

hase of d
evelop-

m
ent a low

er priority than the achievem
ent of the perform

ance requ
irem

ents. T
his is to som

e
extend

 tru
e also for the T

D
A

Q
 system

, w
hich has focussed its efforts in the area of trigger rates,

speed
 of d

ata acquisition, etc. N
evertheless w

e have decided
 to also stress the global functional-

ity of the T
D

A
Q

 system
, by carrying out a series of functional tests and

 exp
osing the system

 to
non expert u

sers at the A
T

L
A

S test beam
 sites. 

T
hree d

ifferent aspects of the fu
nctionality have been covered

:

•
a)D

ynam
ic system

 configuration

•
b)Stability in cycling through T

D
A

Q
 finite states

•
c)O

perational m
onitoring and

 system
 recovery in case of errors

A
ll these aspects have first been tested

 in d
ed

icated
 laboratory setu

ps and then verified in a "re-
al" environm

ent, d
uring test beam

 d
ata taking.

•
a)A

 TD
A

Q
 system

 has to be easily reconfigurable in order to accom
m

od
ate the substitu-

tion of hardw
are, the change of trigger cond

itions, etc. T
his m

eans that on one sid
e all the

tools to keep the configu
ration p

aram
eters in a d

atabase have to be d
eveloped

 and
 on the

other sid
e that the R

u
n C

ontrol, D
ataFlow

 and
 Trigger softw

are has to be d
esigned to be

d
ynam

ically reconfigurable.

To verify the flexibility of our system
 the follow

ing tests have been carried
 out:

•
-substitution of a data taking m

achine

•
-    exclu

sion and
 reinsertion of a R

u
n C

ontrol branch

•
-change of com

m
unication protocol betw

een the R
O

S and the L
2/E

F (= change of D
ata

C
ollection p

rotocol)
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•
-change of ru

n p
aram

eters.

M
ore detailed test description and m

easurem
ent results to be included here.

•
b)W

hen perform
ing a series of m

easu
rem

ents w
ith different configu

ration op
tions, the

T
D

A
Q

 system
 m

ust be capable of cycling through its finite states stably. T
his fu

nctional
requirem

ent has been checked
 via au

tom
ated

 scripts cycling rep
eated

ly throu
gh the finite

state m
achine.

M
ore detailed test description and m

easurem
ent results to be included here.

•
c)In a d

istribu
ted

 system
 su

ch as the T
D

A
Q

 it is im
portant to constantly m

onitor the op-
eration of the system

. Fu
rtherm

ore, the fau
lt tolerance is a fu

nd
am

ental aspect of its func-
tionality. In this area several im

provem
ents are still to be achieved, bu

t w
e decid

ed
 to

carry out a series of tests in ord
er to assess the present p

erform
ance of the system

 in case
of errors. In particular w

e tried
 to test the fau

lt tolerance of the system
 in the presence of a

fatal error w
hich prevents on or m

ore data taking com
pu

ters to continue their w
orking.

•
V

erification that all applications provid
e regu

lar inform
ation on their status

•
-Failu

re of a SFO

•
-Failu

re of a E
F subfarm

 (d
istributor or collector)

•
-Failu

re of a E
F p

rocessing task

•
-Failu

re of a SFI

•
-Failu

re of a L
2PU

•
-Failu

re of a D
FM

•
-Failu

re of a L
2SV

•
-Failu

re of the R
oI bu

ild
er 

•
-Failu

re of a R
O

S

•
-Failu

re of a R
O

B
IN

•
-Failu

re of a R
O

L

••
-failure of online sw

 servers (is, m
rs, ipc, …

.)

M
ore detailed test description and m

easurem
ent results to be included here.

T
he results of the various tests w

ill determ
ine the sum

m
ary and conclusions of this section. It is prem

a-
ture to indicate them

 now
.

15.4
M

o
del analysis o

f m
ech

anism
 and

 avo
idan

ce o
f m

essage loss

T
he availability of netw

ork connections and
 sw

itches w
ith sufficient bandw

id
th and

 of a suffi-
cient am

ou
nt of com

p
uting resources in the D

A
Q

 and H
LT

 system
s d

oes not guarantee a satis-
factory system

 perform
ance. T

he reason is that congestion in sw
itches m

ay lead
 to m

essage loss,
if not enough bu

ffer sp
ace is available. For gaining insight in how

 likely m
essage loss is and
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how
 it can be avoid

ed
 a sim

p
lified

 m
od

el of the cand
id

ate architecture is stu
d

ied
 in this section.

C
hoices for the m

od
el param

eters have been m
ad

e on the basis of the p
aram

eter valu
es p

resent-
ed

 in C
hap

ter
2, "Param

eters".

Sim
plified m

od
el properties:

•
E

thernet netw
ork technology

•
800 d

ual R
O

B
Ins w

ith one Fast E
thernet connection, each R

O
B

In ou
tputting 1.5 kByte

event fragm
ents (i.e. 1 E

thernet fram
e per event fragm

ent) via one netw
ork connection

•
2 kH

z E
vent B

uilding rate, 0.5 kH
z LV

L
2 R

oI rate per R
O

B
In (total band

w
id

th required
for d

ata: 5 kH
z tim

es 1.5 kByte = 7.5 M
B

yte/s, abou
t 63%

 of the m
ax. bandw

idth of the
netw

ork link

•
“E

d
ge sw

itches”: 48 Fast E
thernet ports connected to 48 d

ual R
O

B
Ins, 4 G

igabit u
plinks,

three links to E
B sw

itch, 1 link to LV
L

2 sw
itch, fragm

ent size on an u
plink to E

B sw
itch is

144 kB
yte (96 fram

es) @
 2/3 kH

z, fragm
ent size on an up

link to the LV
L

2 sw
itch is 6 kByte

@
 12 kH

z (assum
ing that on average 4 R

O
BIns output d

ata for a single R
oI),

•
Total (rou

nd
ed

) num
ber of uplinks: 4 ∗ 800 /

 48 =
 68, 51 to E

B
 sw

itch (per link: 96 M
B

yte/
s) and

 17 to LV
L

2 sw
itch (p

er link 72 M
B

yte/
s),

•
T

he LV
L2 sw

itch is a G
igabit Ethernet sw

itch w
ith 17 input and

 17 outp
ut ports, the E

B
sw

itch consists of three sw
itches w

ith 17 inpu
t and

 17 ou
tpu

t ports each,

•
102 L

2PU
s, inpu

t per processor 17 ∗ 72 /
 102 =

 12 M
B

yte/s, corresp
ond

ing to 2000 frag-
m

ents of 6 kByte p
er second, 6 LV

L
2 p

rocessors connected
 to 1 u

p
 link via sw

itch,

•
102 SFIs, inpu

t and
 ou

tpu
t 51 * 96 / 102 =

 48 M
B

yte/s. W
ith an event size of 2.4 M

B
yte the

event rate p
er SFI is 20 H

z, 10 E
F processors connected

 via sw
itch to one SFI, inpu

t rate
p

er E
F processor: 4.8 M

B
yte/

s, event rate = 2 H
z,

•
T

he sw
itches are assu

m
ed

 to have infinite internal bandw
idth and only outp

ut bu
ffers,

fram
es are lost if no slot is available in the output bu

ffer. In total 160 slots are available in
each output buffer.

If on all inpu
t p

orts of an“ed
ge” sw

itch, connected
 to the R

O
BIns, fragm

ents arrive for the sam
e

d
estination at the sam

e tim
e and the outp

ut buffer is em
p

ty, fragm
ent loss d

oes not occu
r as

there are m
ore than 96 slots available for storage of the fram

es. N
ow

 all fragm
ents for LV

L
2

have to go to a single LV
L

2 u
p link. If it is assu

m
ed

 that all R
O

B
Ins send their LV

L
2 date at the

sam
e tim

e, then it takes 48 * 3 /
 125 =

 1.15 m
s to output all data (raw

 transfer sp
eed

 of G
igabit

E
thernet assum

ed to be 125 M
B

yte/
s). So if the instantaneous ou

tpu
t rate of LV

L
2 fragm

ents
p

er R
O

BIn is lim
ited

 to 0.87 kH
z no congestion causing m

essage loss should
 occur. For the up-

links to the EB
 sw

itch the sam
e type of reasoning can be applied

: per link the instantaneous rate
of each R

O
BIn should be lim

ited
 to 0.87 kH

z (i.e. the m
axim

um
 event building rate w

ou
ld

 be 3 *
0.87 kH

z = 2.68 kH
z). T

he m
axim

um
 required

 band
w

id
th p

er Fast E
thernet link w

ou
ld

 be 10.66
M

Byte/s = 85.3%
 of the available 12.5 M

B
yte/

s

For the LV
L2 sw

itch 17 inpu
t links could

 deliver 17 fram
es in the sam

e tim
e interval for the

sam
e destination. A

t the end
 of the tim

e interval still 16 fram
es w

ill be buffered, as only one of
the fram

es can be output and
 as all links have the sam

e band
w

id
th. A

lthou
gh unlikely for the

LV
L2 trigger, for each inp

ut link 96 fram
es for the sam

e d
estination could

 be sent im
m

ed
iately

after each other via a single link. T
herefore, after send

ing out the next fram
e 17 new

 fram
es

could have been received
 and

 stored
, etc... .T

his build-up
 of bu

ffered
 fram

es w
ill lead

 to a buffer
overrun and

 therefore to d
iscard

ing of fram
es. It is therefore necessary to steer the traffic such
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that this situation w
ill not or is unlikely to occu

r. A
 strategy w

hich seem
s obvious is to assign

successive events to L
2PU

s receiving data via d
ifferent links from

 the LV
L

2 sw
itch. H

ow
ever,

this strategy in com
bination w

ith the variability in algorithm
 execution tim

es and the probabil-
istic nature of the d

ata request p
atterns cou

ld
 have an undesirable im

pact on the load
 balancing

in the LV
L

2 processor system
. T

herefore another m
easure is necessary, w

hich consists of requir-
ing that the num

ber of ou
tstand

ing requ
ests is alw

ays sm
aller than or equal to a certain m

axi-
m

um
. In the sim

plified
 m

odel d
iscussed

 here there are 6 L
2P

U
s sharing a link from

 the LV
L

2
sw

itch. W
ith a m

axim
um

 sw
itch ou

tpu
t bu

ffer capacity of 160 fram
es the m

axim
um

 w
ou

ld
 be

about 25 outstanding requests p
er L2P

U
. H

ow
ever, the requ

ests generated by the L
2PU

s also
can cause buffer overflow

s in the central LV
L

2 sw
itch. A

lthou
gh unlikely, all L

2PU
s could

 be
send

ing their m
axim

u
m

 of 25 outstanding requ
ests to the sam

e uplink at the sam
e tim

e. T
his

w
ill certainly resu

lt in m
essage loss and

 can be prevented
 by either lim

iting the m
axim

um
nu

m
ber of outstanding requests for each uplink and

 for each L
2PU

 to 1 or by lim
iting the in-

stantaneous outp
ut rate per L2P

U
 so that the am

ount of requests queu
ed per u

plink is alw
ays

less than 160. If the size of a requ
est m

essage is assum
ed to be 64 B

ytes and
 the bandw

idth of an
up

link is 125 M
B

yte/s (G
igabit E

thernet) a requ
est rate of 20 M

H
z per u

plink can be supp
orted

.
So if the instantaneou

s request rate per L2P
U

 can be lim
ited to 20 kH

z the p
roblem

 loss of re-
quest m

essages can be avoid
ed

. H
ow

ever, there is a caveat: all requ
ests arriving in an "edge

sw
itch" could

 in principle go to the sam
e d

estination, w
hich is connected

 via a Fast E
thernet

link. To be com
p

letely safe the 20 kH
z has to be red

uced
 to a m

axim
u

m
 instantaneou

s rate less
than 2 kH

z per d
estination (a d

ual R
O

B
In). Less than 2 kH

z, because also requests from
 the SFIs

and
 deletes have to go through the sam

e links betw
een "ed

ge sw
itches" and R

O
B

Ins. H
ere it is

assum
ed

 that the m
axim

um
 instantaneous rate is1.5 kH

z. So a L
2PU

 could
 be required

 to ou
t-

p
u

t requests w
ith an interval of 50 m

icroseconds at m
inim

um
, p

er d
estination (d

u
al R

O
BIn) the

interval should
 be about 600 m

icrosecond
s at m

inim
um

 to be com
pletely safe.

For the E
B

 sw
itches the situ

ation is som
ew

hat d
ifferent from

 the LV
L

2 sw
itch, as there is only

one d
ata request p

hase, and as the data requ
est pattern is fixed

. T
herefore assigning successive

events to SFIs receiving data from
 d

ifferent links of the E
B sw

itches can be exp
ected

 to help
w

ith avoid
ing congestion. T

he data requ
est pattern generated

 by a SFI can also be u
sed

 to con-
trol the traffic p

atterns. The m
ost straightforw

ard
 ap

proach seem
s to consist again of lim

iting
the m

axim
um

 nu
m

ber of outstand
ing requ

ests. A
 lim

it of 80 is su
ggested

 by the m
od

el used
 in

this section, in the sam
e w

ay as for the L
2PU

s (in the m
od

el used there are tw
o SFIs sharing a

single G
igabit E

thernet link of one of the central E
B

 sw
itches). A

s a request is shorter than an
event fragm

ent and G
igabit Ethernet is bi-d

irectional w
ith equal band

w
id

th for both d
irections

it can be expected
 that after a startup p

hase requests and
 d

ata fragm
ents w

ill be transferred
w

ith abou
t the sam

e frequency. M
ulti-casting of requests to the R

O
BIns is not feasible d

ue to the
m

axim
u

m
 of 80 outstand

ing requests (add
ressing group

s sm
aller than 80 R

O
B

ins in a single
m

ulti-cast m
ay be a p

ossibility bu
t it has to be taken into accou

nt that a too large num
ber of si-

m
ultaneou

sly active m
u

lti-casts can also result in m
essage loss). T

he requests generated
 by the

SFIs also can cause bu
ffer overflow

s in the central EB
 sw

itches. T
he m

axim
u

m
 instantaneou

s re-
quest rate per SFI shou

ld be 2 m
illion /

 34 =
 abou

t 60 kH
z (there are three E

B
 sw

itches, each
w

ith 34 SFIs and
 each connecting to 17 up

links). W
ith an event build

ing rate of 2 kH
z the rate of

events p
er SFI w

ould
 be abou

t 20 H
z, so the average request rate is 20 tim

es 1600 =
  32 kH

z, i.e.
low

er than the m
axim

u
m

 of 60 kH
z. A

s w
ith the L

2PU
s, there w

ill be again a p
roblem

 w
hen all

requests go to the sam
e d

u
al R

O
BIn. For the requ

ests from
 the L

2PU
s w

e have alread
y reserved

75%
 of the cap

acity of the links. For three u
plinks (to the E

B
 sw

itches) per "ed
ge sw

itch" there-
fore the instantaneou

s requ
est rate of 34 SFIs (and

 for d
eletes, these are ignored

 for this discu
s-

sion) p
er d

estination should
 not be m

ore than can be transferred
 w

ith a band
w

id
th of abou

t 8%
of the capacity of a Fast Ethernet link. T

his correspond
s to a request rate of 0.08 * 12.5 /

 64 M
H

z
=

 16 kH
z, i.e. about 0.5 kH

z per SFI. So the interval betw
een su

ccessive requests p
er destination
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shou
ld

 be larger than 2 m
s. If requ

ests are alw
ays sent out in the sam

e ord
er and

 w
ith a m

axi-
m

um
 rate of 60 kH

z the m
axim

u
m

 instantaneou
s rate for a given destination is 2 tim

es 60,000 /
800 =

 150 H
z (du

al R
O

B
Ins and assum

ing tw
o requests per d

ual R
O

BIn), w
ell below

 the m
axi-

m
um

 of 500 H
z (but the tw

o requ
ests for each d

ual R
O

BIn m
ust not be sent w

ithin 2 m
s).

D
elete com

m
and

s, not taken into account so far, m
ay be m

u
lti-casted

 to the R
O

B
Ins w

hen this
type of traffic d

oes not lead
 to responses from

 the R
O

B
Ins: the d

elete com
m

and
s w

ill not cause
congestion, as they are fanned

 ou
t, but resp

onses sent ou
t at the sam

e tim
e d

efinitely w
ill lead

to buffer overflow
s as they all w

ill be sent to the sam
e d

estination. 

C
onclusion: congestion in the sw

itches of the candid
ate architectu

re can be avoided
 by lim

iting
the m

axim
um

 instantaneou
s fragm

ent outp
ut rates of the R

O
B

Ins and by lim
iting the m

axi-
m

um
 num

ber of outstanding requ
ests in the LV

L
2 processors and

 in the SFIs. V
alues for these

m
axim

a need
 to be determ

ined from
 the sw

itch configuration, the sw
itch p

roperties and aver-
age fram

e rates in the system
, in the sam

e w
ay as d

one in this section for the sim
p

lified
 m

odel.
H

ow
ever, it is not clear that lim

iting the instantaneous rates is technically possible. Intelligent
event assignm

ent schem
es m

ay be possible and could p
rove to be attractive.

15.5
C

o
m

p
uter m

od
el

•
D

iscrete event sim
ulation

•
O

bject oriented
 m

od
el of system

, m
ost objects rep

resent hard
w

are, softw
are or d

ata item
s

•
Tw

o tools: at2sim
, based

 on Ptolem
y, and Sim

daq, ded
icated

 C
++

 program

•
Testbed

 m
od

els and
 m

odels of full system
. 

•
For the full system

 m
odel the sam

e LV
L1 trigger m

enus as for p
aper m

od
el are used

 to
generate an approp

riate num
ber and

 type of R
oIs for each event. A

s in the paper m
odel,

the eta and
 phi coord

inates of the R
oIs are chosen at rand

om
 from

 the possible eta, p
hi co-

ord
inates (as defined

 by the LV
L

1 trigger). T
he m

apping of the d
etector on the R

O
B

Ins is
the sam

e as for the paper m
od

el. A
verage m

essage rates and volum
es and

 total C
P

U
 pow

-
er utilized as obtained

 from
 the paper and

 the com
p

uter m
odel of the fu

ll system
 there-

fore should
 be equ

al w
ithin the statistical errors.

•
C

om
ponent m

odels described
 in d

etail in back-up
 d

ocu
m

ent

15.5.1
R

esult of testbed m
od

el

LV
L2 Subsystem

 test, EF su
bsystem

 test, M
inim

al D
ataFlow

 test, larger setups ..

Typ
e of results: m

od
el and

 experim
ental resu

lts for throughpu
t, m

axim
u

m
 m

essage rate, laten-
cy ...
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15.5.2
R

esu
lts of extrap

olation
 of testb

ed m
od

el an
d iden

tification
 of p

rob
lem

 
areas

Fu
ll m

odel

Typ
e of resu

lts: latency, qu
euing in system

, effectiveness of lim
iting outp

ut rates of R
O

B
Ins and

of num
ber of ou

tstand
ing requests in L2P

U
s and

 SFIs, effect of different strategies for event as-
signm

ent to L
2PU

s and
 to SFIs.

15.6
Title?

15.6.1
Tech

n
olo

gy trackin
g u

p to L
H

C
 tu

rn
-o

n

15.6.1.1
N

etw
ork tech

no
log

y

15.6.1.2
P

rocessors

15.6.2
S

u
rvey o

f n
on

-A
T

LA
S

 so
lution

s

        (a reality-check on A
T

L
A

S app
roach?)

15.6.3
Im

p
lication

 o
f stag

ing
 scen

arios

  R
e-interp

retation of perform
ance num

bers for staging scenarios

15.6.4
A

reas of co
ncern

15.7
C

on
clu

sion
s

15.8
R

eferen
ces

15-1

15-2



P
art 4

O
rganisation and P

lan
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16
Q

uality A
ssu

ran
ce and D

evelop
m

ent P
ro

cess

16.1
Q

u
ality A

ssu
ran

ce in
 TD

A
Q

 

 Q
uality assu

rance d
uring the produ

ction of hard
w

are and softw
are system

s is p
rovid

ed
 for

w
ith the ad

option of a d
evelopm

ent fram
ew

ork for D
A

Q
 com

p
onents. The d

evelopm
ent fram

e-
w

ork consists of d
istinct d

evelopm
ent phases. A

t the end
 of each p

hase a set of d
eliverables is

p
rovid

ed
. This fram

ew
ork is com

p
lem

ented
 by guid

elines, checklists and
 stand

ard
s, internal re-

view
s, tem

plates, developm
ent and testing tools and

 coding stand
ard

s. T
hose are being ad

opt-
ed

 as com
m

on w
orking practice and

 help for error rem
oval and

 error prevention in the system
.

A
 T

D
A

Q
 w

id
e body, the C

onnect Foru
m

 [16-1] assists in coordinating d
evelopm

ent process ac-
tivities and

 qu
ality assurance m

ethodologies across A
tlas TD

A
Q

/D
C

S. It also provid
es ad

vice,
especially via the recom

m
endations and

 inform
ation m

ade available throu
gh these W

eb pages
w

hich reflect the dynam
ic natu

re of the activity.

A
 com

m
on approach to the d

evelopm
ent via the u

se of rules, in-house stand
ard

s and
 d

ocu
m

ent
tem

plates helps in building a project culture. Those rules as w
ell as the developm

ent phases
them

selves are not enforced
 but rather m

ent to be a help for d
evelop

ers. Em
phasis on the vari-

ou
s phases w

ill vary and
 evolve w

ith the life of the project. D
u

ring event p
rod

uction for exam
-

p
le, the em

p
hasis w

ill be p
ut on m

aintenance and
 regu

lar au
tom

ized
 validation testing 

A
 pow

erful release m
anagem

ent system
 and a convenient w

orking environm
ent provide the

necessary technical w
orking basis.

16.2
T

he D
evelo

pm
ent P

rocess

 The softw
are d

evelop
m

ent p
rocess (SD

P
) in A

tlas TD
A

Q
 provid

es the stru
ctu

re and
 the se-

quence of activities required
 for d

evelopm
ent. A

 basic fram
ew

ork is provid
ed

 to gu
id

e d
evelop-

ers throu
gh the steps need

ed
 d

uring the d
evelopm

ent of a com
ponent or a system

. C
ontinual

review
 and m

odification of the SD
P

 p
rovides it w

ith the flexibility to ad
apt to the evolution of

the com
ponents and

 system
s.

 M
any of the recom

m
ended

 approaches in the SD
P

 are also app
licable to the d

evelopm
ent of

hard
w

are com
p

onents or sub-system
s involving both softw

are and
 hard

w
are. T

he SD
P

 consists
of the follow

ing phases as show
n in Figures

16-1: B
rainstorm

ing, R
equirem

ents, A
rchitecture

and D
esign, Im

p
lem

entation, Testing, M
aintenance, com

plem
ented

 by review
s. E

m
p

hasis on
the phases w

ill evolve w
ithin tim

e. 

16.2.1
Insp

ection
 and

 R
eview

W
ritten m

aterial includ
ing docum

ents and
 code are su

bjected to a process of inspection and re-
view

 at each step
 from

 R
equirem

ents to Im
plem

entation, in the SD
P. Inspection is essentially a

quality im
provem

ent p
rocess u

sed
 to d

etect d
efects testing. T

he inspection process in the A
tlas

T
D

A
Q

 project is based on Tom
 G

ilb's Softw
are Inspection m

ethod
 [16-2]. A

n im
portant feature
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of the inspection proced
ure is its flexibility, allow

ing it to evolve as need
s change du

ring the
lifetim

e of the project.

O
verall responsibility for an inspection is taken by an inspection lead

er w
ho ap

points an in-
spection team

 consisting of the d
ocu

m
ent author and three to five inspectors. The core of the in-

spection process is the checking phase w
here the insp

ectors read
 the d

ocu
m

ent in d
etail,

com
paring it against source d

ocu
m

ents and
 lists of rules and

 stand
ard

s. D
efects are logged

 in a
table, w

here a d
efect is d

efined
 as a violation of any of the standards. E

m
p

hasis is placed
 on

fin
d

ing m
ajor d

efects w
hich cou

ld seriously com
prom

ise the fin
al p

rod
uct. T

he d
efects are d

is-
cu

ssed
 at a logging m

eeting and
 their acceptance or rejection is record

ed in an insp
ection issu

e
log. T

he d
ocu

m
ent au

thor ed
its the d

ocu
m

ent accord
ing to the log m

aking an explanatory note
if an issue is rejected. Feed

back is also obtained on how
 the inspection procedu

re itself m
ay be

im
p

roved. 

T
he p

rincip
al aim

 of inspection is to d
etect and

 correct m
ajor d

efects in a prod
uct. A

n add
itional

benefit is the possibility to prevent d
efects in futu

re prod
ucts by learning from

 the d
efects found

d
uring inspection proced

ures. Inspection also provid
es on-the-job edu

cation to people new
 to a

project and
 generally im

p
roves the project's w

orking cultu
re. 

A
 num

ber of w
eb p

ages have been prod
uced

 w
hich provid

e su
pporting m

aterial for inspections
such as instructions for inspectors and

 log file tem
p

lates[16-3].

16.2.2
E

xperience

T
he Softw

are D
evelopm

ent P
rocess provid

es a d
isciplined

 app
roach to prod

ucing, testing and
m

aintaining the various softw
are system

s required
 by the A

TL
A

S TD
A

Q
 project. It helps to en-

sure the p
rod

uction of high quality softw
are w

hich m
eets the requirem

ents w
ithin a predictable

sched
u

le. 

Tab
le

16-1  P
hases and flow

 of the S
oftw

are D
evelopm

ent P
rocess

C
o

m
p

o
n

e
n

t
C

o
m

p
o

n
e

n
t

S
o

ftw
a

r
e

 
S

o
ftw

a
r

e
 

D
e

v
e

lo
p

m
e

n
t 

D
e

v
e

lo
p

m
e

n
t 

P
r

o
c

e
ss F

lo
w

 
P

r
o

c
e

ss F
lo

w
 

R
e

v
ie

w

R
e

v
ie

w

D
e

s
ig

n

Im
p

le
m

e
n

t
T

e
s

ts

T
e

s
t P

la
n

Im
p

le
m

e
n

ta
tio

n

C
o

m
p

o
n

e
n

t T
e

s
t

D
e

p
lo

y
m

e
n

t

In
te

g
ra

tio
n

 T
e

s
t

F
e

e
d

b
a

c
k

o
th

e
r 

c
o

m
p

o
n

e
n

ts

R
e

q
u

ire
m

e
n

ts

T
e

s
t R

e
p

o
rt

B
ra

in
s

to
rm

in
g

R
e

v
ie

w
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H
ow

ever, one of the key differences in ad
opting the SD

P
 in an H

E
P as opp

osed
 to ind

ustrial en-
vironm

ent is that its app
lication cannot be enforced

. Furtherm
ore, the use of su

ch a process m
ay

app
ear too rigid

 to physicists not accu
stom

ed
 to w

orking in a strong m
anagem

ent fram
ew

ork.
N

onetheless, the w
orking cultu

re can be changed
 by increasing aw

areness of the benefits of the
SD

P
 throu

gh training, for exam
ple involving new

 grou
p m

em
bers in inspections, and

 ensuring
that the SD

P
 itself is su

fficiently flexible to evolve w
ith the changing need

s of an H
E

P
 experi-

m
ent. T

his approach is w
orking. The SD

P as outlined in this section has alread
y been ad

opted
by a num

ber of the sub-system
s in the A

T
L

A
S T

D
A

Q
 project w

ith positive outcom
es [refs].

16.2.3
T

he D
evelo

pm
en

t P
hases

16.2.3.1
R

eq
uirem

en
ts

T
he R

equirem
ents phase for a particular sub-system

 or com
ponent consists of gathering the re-

quirem
ents and then d

ocum
enting them

. Several d
ocum

ents have been produ
ced

 to aid
 and

control these activities, based
 on the early exp

erience of som
e of the sub-system

s. T
he w

hole
p

rocess of w
orking grou

p setup, requirem
ents collection, feed

back &
 review

 is d
escribed

 [16-4].
A

nother d
ocum

ent [16-5] sets ou
t the princip

les governing the requirem
ents gathering and

 d
oc-

u
m

entation processes, stressing the im
portance of, for exam

ple, d
ocum

entation, evolutionary
d

evelop
m

ent, com
m

u
nication, and collective ow

nership of the requirem
ents specification. 

T
he actu

al process of establishing the requirem
ents for a su

b-system
 or com

ponent is aid
ed

 by a
collection of "hints" [16-6], and

 reinforced
 by a set of 22 rules [16-7] for the requirem

ents d
ocu-

m
ent itself, for w

hich a tem
p

late [16-8] has been p
rovid

ed
 in each of the su

p
p

orted docum
enta-

tion form
ats. 

16.2.3.2
A

rchitecture an
d D

esign

T
he A

rchitectu
ral A

nalysis and
 D

esign P
hase of the SD

P
 follow

s the R
equirem

ents phase and
takes as its starting points the U

ser R
equ

irem
ents &

 U
se C

ases together w
ith accom

p
anying

d
ocu

m
ents. T

his phase has som
etim

es been referred
 to as "high-level system

 d
esign". A

 sys-
tem

's architecture is the highest level concept of that system
 in its environm

ent. It refers to the
organization or structure of significant com

p
onents interacting through interfaces, those com

-
p

onents being com
posed

 of successively sm
aller com

ponents and
 interfaces. A

 design p
resents

a m
od

el w
hich is an abstraction of the system

 to be d
esigned

. T
he step from

 a real w
orld

 system
to abstraction is analysis. A

 'H
ow

to' note [16-9] has been prod
u

ced
 describing the overall p

roc-
ess. 

For this p
hase, w

e are largely follow
ing the ap

proach of the R
ational U

nified P
rocess (R

U
P),

w
hich contains d

escriptions of concep
ts, artifacts, gu

id
elines, exam

ples and
 tem

p
lates. In par-

ticular, w
e have highlighted

 the R
U

P d
escriptions of architectu

ral analysis and
 d

esign concepts
[16-10] and guid

elines for prod
ucing softw

are architecture and
 d

esign d
ocu

m
ents[16-11].

W
e have adap

ted
 the R

U
P

 tem
p

late for architecture and
 design d

ocu
m

ents by inclu
ding exp

la-
nations and m

aking it available in supp
orted

 form
ats[16-12]. The recom

m
end

ed notation is the
U

nified M
odelling L

angu
age (U

M
L), and

 the d
esign is p

resented
 in the tem

plate as a set of
U

M
L-style view

s. W
e have also p

repared recipes for prod
ucing ap

propriate d
iagram

s and
 in-

corporating them
 into d

ocu
m

ents.
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16.2.3.3
Im

p
lem

en
tatio

n

T
he Im

plem
entation P

hase of the SD
P is largely concerned

 w
ith w

riting and
 checking code. A

t
the end

 of the im
plem

entation p
hase a Softw

are Inspection is perform
ed

. 

A
T

LA
S C

+
+

 cod
ing conventions[16-13] are being ap

plied
 to new

ly w
ritten cod

e and
 being in-

trodu
ced

 for existing cod
e still in evolu

tion. In the case of Java w
e aw

ait the outcom
e of the A

t-
las investigation of cod

ing conventions. D
C

S w
ill follow

 the cod
ing stand

ard
s provid

ed by the
JC

O
P Fram

ew
ork for PV

SS [16-14].

G
u

idelines [16-15] have been p
rovid

ed
 for m

ulti-u
ser m

u
lti-platform

 scripting, as w
ell as m

any
explanations and

 exam
ples in u

nix-scripting[16-16].

E
xp

erience has been gathered w
ith a num

ber of softw
are tools and

 recom
m

end
ations have been

m
ade in the areas of d

esign and
 docum

entation [16-17], cod
e checking[16-18], and

 source cod
e

m
anagem

ent[16-19].

16.2.3.4
C

om
p

o
nent Testin

g an
d In

teg
ratio

n Testin
g

Testing occu
rs d

uring the entire life-tim
e of a com

p
onent, group of com

ponents or entire sys-
tem

. R
eferring to figure [SD

P], the initial test plan is w
ritten d

uring the requirem
ents and d

e-
sign phases of the com

ponent, so as not to be biassed
 by the im

plem
entation. Since testing is

likely to be an iterative process the test plan is w
ritten w

ith re-u
se in m

ind
. O

nce im
plem

enta-
tion is com

plete and
 the cod

e p
asses checking tools the com

ponent und
ergoes unit testing to

verify its functionality. C
om

patibility w
ith other com

p
onents is verified

 w
ith integration tests.

Several typ
es of tests can be envisaged

 for both ind
ivid

ual com
ponents and

 groups of com
po-

nents. These includ
e fu

nctionality, scalability, perform
ance, fault tolerance and

 regression tests.

A
 test rep

ort is w
ritten once each test is com

p
lete. To aid the testing proced

ure, tem
plates [16-

20] are provided
 for both the test plan and test report in each of the supp

orted
 docum

entation
form

ats. M
ore detailed

 descriptions of the types of test, hints on testing and recom
m

ended
 test-

ing tools are also provid
ed

 [16-21]. Testing is rep
eated at m

any points d
uring the life-tim

e of a
com

ponent for exam
ple at each new

 release of the com
ponent softw

are or after a period
 of inac-

tivity (system
 shutd

ow
n). A

u
tom

atic testing and d
iagnostic proced

ures to verify the com
p

onent
before use greatly im

prove efficiency. 

16.2.3.5
M

ain
ten

an
ce

A
s w

ith testing, m
aintenance occurs du

ring the entire life-tim
e of a com

ponent. Several types of
m

aintenance can be envisaged
. C

orrective m
aintenance involves the fixing of bugs. A

d
aptive

m
aintenance involves alterations to the softw

are in order to su
pport changes in the technical en-

vironm
ent such as d

ifferent operating system
s. Preventative m

aintenance entails the restru
ctu

r-
ing and rew

riting of cod
e for fu

ture ease of m
aintenance. M

aintenance is closely coupled
 to

regression testing w
hich should

 occur each tim
e a m

aintenance action has been com
pleted

 to
verify that the detected

 p
roblem

s have been fixed
 and

 new
 d

efects have not been introd
u

ced
.

Significant changes to the functionality of the com
ponent such as the ad

dition of large num
bers

of new
 requ

irem
ents shou

ld involve a full re-iteration of the SD
P cycle.
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16.2.4
T

he D
evelo

pm
en

t E
nviro

n
m

ent

R
egular releases of the sub-system

 softw
are to be u

sed
 in test beam

 operation, system
 integra-

tion and
 and

 large scale tests is being com
p

lem
ented

 by nightly build
s and

 autom
ated

 tests to
ensu

re early problem
 find

ing of new
ly d

evelop
ed or enhanced prod

ucts. T
he u

se of a source
code m

anagem
ent system

 and
 of the stand

ard release building tool C
M

T
 [16-19] allow

s for the
bu

ild
ing of com

m
on releases of the T

D
A

Q
 system

. These releases are available for the platform
s

u
sed

 in A
tlas T

D
A

Q
 w

hich are currently a num
ber of L

inux versions and for som
e sub-system

s
LynxO

S and
 SunO

S. B
uild policies of different sub-system

 like the use of com
piler versions and

p
latform

s are coord
inated

.

D
evelop

m
ent tools like d

esign tools, m
em

ory leak checking tools, autom
atic d

ocum
ent prod

uc-
tion tools and

 cod
e checking tools are vital elem

ents of the d
evelopm

ent environm
ent. 

16.3
Q

u
ality A

ssu
ran

ce D
u

rin
g D

ep
loym

ent 

16.3.1
Q

uality A
ssu

rance of op
eratio

ns d
uring

 data takin
g

 tim
es

T
he qu

ality of the D
A

Q
 system

 m
ust be assured

 w
hen it is in use du

ring the setup and
 installa-

tion phase of the A
tlas d

ata acquisition together w
ith the d

etectors. C
orrect and sm

ooth d
ata

taking shall be aim
ed for d

uring calibration and p
hysics event prod

u
ction.

Q
uality assurance is achieved

 by prevention, m
onitoring and fault tolerance.

•
p

revention: this inclu
des training, ap

propriate d
ocu

m
entation, a w

ell d
efined

 softw
are

d
evelop

m
ent p

rocess, proper m
anagem

ent of com
pu

ting infrastructure (com
p

uter farm
s,

readou
t electronics and

 netw
orks), tracing of hard

w
are and

 softw
are changes, regular

testing of com
ponents.

•
m

onitoring: special tasks to m
onitor prop

er functioning of equ
ip

m
ent and

 d
ata integrity.

T
hese m

ay ru
n as special p

rocesses or be p
art of the T

D
A

Q
 app

lications. A
nom

alies are
reported, analysed by hum

an/artificial intelligence and
 ap

propriate recovery action is in-
ititated

. T
his m

ay inclu
de ru

nning special d
iagnostic code, replacem

ent of faulty equip-
m

ent, 
rebooting 

of 
processors, 

restarting 
of 

app
lications, 

re-establishing 
netw

ork
connections, re-configuration to continue w

ith a possibly red
uced

 system
. Incom

plete or
corrup

ted
 d

ata should be m
arked

 in the event d
ata stream

 and
 possibly record

ed
 in the

cond
itions d

atabase. P
hysics m

onitoring m
ay lead

 to a change of run w
ith d

ifferent trig-
ger conditions and

 event selection algorithm
s.

fault tolerance: built into the system
 from

 the start and using an efficient error reporting, analy-
sis and

 recovery system
 this provid

es the basis (cf. chap
.6 for d

etails). Som
e red

u
nd

ancy to re-
d

uce p
ossible single p

oint of failu
res is foreseen w

here afford
able ( cf. chap. 6).

D
u

ring the life of the exp
erim

ent sm
all or m

ajor pieces of hard
w

are or softw
are w

ill need
 to be

replaced
 w

ith m
ore m

od
ern technology ones. The com

p
onent structure w

ith the w
ell defined

functionality of each com
ponent and

 w
ell d

efined interfaces allow
ing for black-box testing ac-

cord
ing to those functionality specifications w

ill allow
 to incorp

orate sm
oothly new

 parts into a
ru

nning system
, in particular also w

hen staging of the system
 is requ

ired
.
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16.4
R

eferen
ces

16-1
http:/

/atlas-connect-forum
.w

eb.cern.ch/
A

tlas-connect-foru
m

/

16-2
reference to Tom

 G
ilb’s inspection m

ethod

16-3
T

D
A

Q
 insp

ection w
eb p

ages

16-4
P

ractical Step
s tow

ard
s an A

tlas T
D

A
Q

 R
equ

irem
en

ts d
ocu

m
ent.

16-5
R

equ
irem

ents gathering an
d

 d
ocu

m
entation "p

rincip
les".

16-6
H

ints on how
 to establish requ

irem
ents.

16-7
R

equ
irem

ents D
ocu

m
ent R

u
les A

T
L

A
S D

A
Q

 'in-hou
se' ru

les for R
equ

irem
ents 

d
ocu

m
en

ts. ID
: A

T
D

-R
-R

1.

16-8
R

equ
irem

ents D
ocu

m
ent Tem

p
late for System

s and
 C

om
p

on
ents, Softw

are an
d

 
H

ard
w

are.

16-9
H

ow
-to for D

esign

16-10
R

U
P

 U
R

L
 for con

cep
ts.

16-11
R

U
P

 U
R

L
 for gu

id
elines.

16-12
Tem

plate for Softw
are A

rchitectu
re D

ocu
m

ent.

16-13
A

TL
A

S C
+

+ C
od

ing Standard
 Sp

ecifiation T
he coding conventions.

16-14
JC

O
P Fram

ew
ork for PV

SS.

16-15
M

u
lti-user m

ulti-p
latform

 scripting guid
elines.

16-16
U

nix-scripting exam
ples and

 explanations.

16-17
D

oxygen, V
isual T

hought, Together, D
O

C
++

, Sou
rce N

avigator

16-18
R

uleC
hecker

16-19
C

V
S, SR

T, C
M

T

16-20
reference to tem

plates on w
eb p

age

16-21
reference to testing w

eb page

open points: 

- H
W

 inventory and inform
ation logging



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

17
  C

osting
161

17
C

ostin
g

17.1
In

itial system

17.2
F

inal system

17.3
D

eferral p
lan

17.4
R

eferences 

17-1

17-2

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

162
17

  C
osting



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

18
  O

rganization and resources
163

18
O

rgan
ization and

 resou
rces

Should the geographical, racks, pow
er supplies, and cooling issues be addresses in this chapter or in the

system
 com

ponent ones?

18.1
...

18.2
R

eferences 

18-1

18-2

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

164
18

  O
rganization and resources



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

19
  W

ork-plan
165

19
W

o
rk-plan 

P
ost T

D
R

. 

19.1
S

ch
edu

le

19.2
C

o
m

m
issio

nin
g

19.2.1
T

D
A

Q

19.2.2
Too

ls fo
r d

etecto
rs

19.3
R

eferences 

19-1

19-2

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

166

T
his d

ocu
m

ent has been prep
ared w

ith R
elease 5.5 of the A

d
obe Fram

eM
aker ® Technical P

ublishing 
System

 u
sing the Technical D

esign R
eport tem

p
late p

repared
 by M

ario R
uggier of the Inform

ation and 
P

rogram
m

ing Techniques G
rou

p
, E

C
P D

ivision, C
E

R
N

, accord
ing to requ

irem
ents from

 the A
T

L
A

S 
collaboration. 

To facilitate m
ultip

le author ed
iting and

 electronic d
istribution of d

ocu
m

ents, only w
id

ely available 
fonts have been u

sed
. T

he p
rincipal ones are:  

R
u

nning text: 
Palatino 10.5 p

oint on 13 point line spacing 
C

hap
ter head

ings: 
H

elvetica B
old

 18 point 
2nd, 3rd

 and
 4th level head

ings: 
H

elvetica B
old

 14, 12 and 10 point respectively 
Figure and

 table captions: 
H

elvetica 9 point 


