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1
O

verview

1.1
D

ocum
ent overview

T
his Technical D

esign R
eport (T

D
R

) for the H
igh L

evel Trigger (H
LT

), D
ata A

cquisition (D
A

Q
)

and C
ontrols of the A

T
L

A
S experim

ent builds on the earlier d
ocu

m
ents published

 on these sys-
tem

s: Trigger P
erform

ance Statu
s R

eport [1-1], D
A

Q
, E

F, LV
L2 and D

C
S Technical P

rogress R
e-

p
ort [1-2], and

 H
LT

/D
A

Q
/D

C
S Technical P

rop
osal [1-3]. M

uch background and
 preparatory

w
ork relevant to this T

D
R

 is referenced in the above docum
ents. In ad

d
ition, a large am

ount of
d

etailed technical d
ocum

entation has been produ
ced

 in sup
port of this TD

R
. These docum

ents
are referenced

 in the app
ropriate p

laces in the follow
ing chap

ters.

T
his section introd

uces the overall organization of the docum
ent. T

he follow
ing sections give an

overview
 of the p

rincip
al system

 requirem
ents and functions, as w

ell as a brief d
escription of

the p
rincipal data typ

es u
sed

 in the T
D

A
Q

 system
.

T
he d

ocu
m

ent has been organized
 into fou

r p
arts:

•
P

art I —
 G

lobal V
iew

C
hapters

2, 3 and
 4 ad

d
ress the princip

al system
 and exp

erim
ent p

aram
eters w

hich de-
fine the m

ain requirem
ents of the H

LT, D
A

Q
 and

 C
ontrols system

. The global system
 op-

erations, and
 the physics requirem

ents and
 event selection strategy are also ad

d
ressed

.
C

hapter
5 d

efines the overall architecture of the system
 and analyses the requirem

ents of
its principal com

p
onents w

hile C
hapters

6 and
 7 ad

d
ress m

ore specific fau
lt-tolerance

and m
onitoring issues.

•
P

art II —
 System

 C
om

p
onents

T
his p

art describes in m
ore d

etail the p
rincip

al com
ponents and

 functions of the system
.

C
hapter

8 ad
d

resses the final p
rototype d

esign and
 p

erform
ance of the D

ata Flow
 com

po-
nent. These are responsible for the transport of event d

ata from
 the output of the d

etector
R

ead
 O

ut L
inks (R

O
L

s) via the H
LT

 system
 (w

here event selection takes place) to m
ass

storage. C
hapter

9 exp
lains the d

ecom
position of the H

LT
 into a second

 level trigger
(LV

L
2) and

 an E
vent Filter (E

F) com
p

onent. It details the d
esign of the d

ata flow
 w

ithin
the H

LT, the specifics of the H
LT

 system
 sup

ervision, and
 the design and im

p
lem

entation
of the H

LT
 event selection softw

are fram
ew

ork. C
hapter

10 ad
dresses the O

nline Soft-
w

are w
hich is resp

onsible for the run control and
 D

A
Q

 su
pervision of the entire Trigger/

D
A

Q
 (T

D
A

Q
) and

 d
etector system

s du
ring d

ata taking. It is also responsible for m
iscella-

neous services such as error reporting, run p
aram

eter accessibility, and
 histogram

m
ing

and m
onitoring sup

port. C
hapter

11 d
escribes the D

etector C
ontrol System

 (D
C

S), re-
sponsible for the control and

 supervision of all the detector hard
w

are and
 of the services

and the infrastructure of the experim
ent. T

he D
C

S is also the interface p
oint for inform

a-
tion exchange betw

een A
T

LA
S and

 the L
H

C
 accelerator. C

hap
ter

12 draw
s together the

various asp
ects of experim

ent control d
etailed

 in p
revious chap

ters and
 exam

ines several
u

se-cases for the overall op
eration and

 control of the exp
erim

ent, includ
ing: data-taking

op
erations, calibration runs, and

 operations required outsid
e data-taking.

•
P

art III —
 System

 Perform
ance

C
hapter

13 ad
d

resses the physics selection and
 perform

ance. T
he tools used for physics

selection are d
escribed

 along w
ith the event-selection algorithm

s and
 their p

erform
ance.

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

4
1

  O
verview

O
verall H

LT
 outpu

t rates and
 sizes are also d

iscussed
. A

 first analysis of how
 A

T
LA

S w
ill

hand
le the first year of ru

nning from
 the point of view

 of event selection is presented
 as-

sum
ing a specific m

achine start-up
 scenario. C

hapter
14 d

iscusses the overall perform
-

ance of the TD
A

Q
 system

 from
 various points of view

, nam
ely the H

LT
 perform

ance as
evalu

ated
 in d

edicated testbeds, the overall perform
ance of the T

D
A

Q
 system

 in a testbed
of ~

10%
 A

T
L

A
S size, and functional tests of the system

 in the detector test-beam
 environ-

m
ent. D

ata from
 these variou

s testbed
s are also used

 to calibrate a detailed
 discrete-event

-sim
ulation m

od
el of d

ata flow
 in the full-scale system

.

•
P

art IV
 —

 O
rganization and

 P
lanning

C
hap

ter
15 d

iscusses qu
ality-assu

rance issues and
 explains the softw

are-d
evelopm

ent
process 

em
ployed

. 
C

hap
ter

16 
presents 

the 
system

 
costing 

and 
staging 

scenarios.
C

hap
ter

17 presents the overall organization of the p
roject and

 general system
-resou

rce
issues. C

hap
ter

18 presents the T
D

A
Q

 w
ork-plan for the next p

hase of the project up to
L

H
C

 tu
rn-on in 2007.

1.2
M

ain
 system

 requirem
en

ts

T
his section p

resents som
e of the p

rincip
al requ

irem
ents on the T

D
A

Q
 system

 from
 several

points of view
. The response to these requirem

ents in term
s of the system

 d
esign is then p

re-
sented

 in the later chap
ters of the docum

ent.

1.2.1
R

ate req
uirem

ents an
d even

t-selection
 strategy

T
he L

H
C

 proton bu
nches w

ill cross at a frequ
ency of 40

M
H

z. A
t the m

achine’s d
esign lu

m
inos-

ity of 1
×

10
34

cm
−2

s −1, on average about 23 inelastic proton–proton collisions w
ill be prod

u
ced

at each bunch crossing. T
he level-1 trigger (LV

L
1) [1-4] w

ill m
ake the first level of event selec-

tion, red
ucing the initial event rate to less than about 75

kH
z. O

peration at u
p to about 100

kH
z

is p
ossible w

ith som
ew

hat increased
 dead

tim
e. The H

LT
 m

u
st red

uce the event rate further to
O

(100)H
z. E

ach selected
 event w

ill have a total size of ~
1.5

M
byte giving a requ

ired
 storage ca-

pability of a few
 hundred M

byte/
s.

T
he A

T
L

A
S baseline assum

es a m
axim

u
m

 LV
L

1 rate of 75
kH

z. H
ow

ever, for the purposes of
the system

 d
esign and

 costing, a m
axim

u
m

 LV
L

1 rate of 100
kH

z has been assu
m

ed
 in this d

oc-
um

ent, in order to ensu
re that if A

T
L

A
S decid

es to ru
n at this LV

L1 rate, that the H
LT

/D
A

Q
system

 w
ill be able to hand

le it.

A
T

LA
S aim

s to use inclu
sive triggers as m

u
ch as possible in its physics-selection strategy in or-

d
er to m

axim
ise its p

hysics coverage and
 to be as open as possible to new

 and
 possibly un-fore-

seen signatures. T
he configu

ration of the entire trigger system
, includ

ing LV
L

1, m
ust be

sufficiently flexible that one can easily change both algorithm
s and

 their threshold
s betw

een
d

ata-taking runs. T
he system

 also need
s to be able to respond rap

id
ly to the consequences of

changes in the beam
 cond

itions in term
s of p

erform
ance and

 stability.
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1.2.2
D

etector reado
ut req

uirem
ents

T
he T

D
A

Q
 system

 is required to hand
le data com

ing in parallel from
 the detector readou

t d
riv-

ers (R
O

D
s) over som

e 1600 p
oint-to-point read

out links (R
O

L
s), each having a m

axim
u

m
 band-

w
id

th of 160
M

byte/s. Taking into account estim
ates of the band

w
id

th that w
ill be used

 by each
d

etector, the total readou
t band

w
id

th to be dealt w
ith after the LV

L
1 trigger is m

ore than
~

160
G

byte/
s. This num

ber dep
end

s on the d
etector occupancy as w

ell as the LV
L

1 trigger rate
and w

ill vary consid
erably according to the lum

inosity being delivered
 by the L

H
C

. O
ther im

-
p

ortant asp
ects bearing on the total readou

t bandw
idth are the d

ata com
pression and zero sup-

p
ression schem

es w
hich are still und

er stu
dy in som

e of the d
etector system

s. A
 m

ore d
etailed

d
escription of the param

eters of the detectors’ readou
t system

s, their read
out data band

w
id

ths
and channel occu

pancies can be found
 in C

hapter
2.

1.2.3
F

un
ctio

nal and
 op

eratio
nal req

uirem
en

ts

T
he TD

A
Q

 system
 m

ust be d
esigned and constructed

 in su
ch a w

ay as to provid
e A

T
L

A
S w

ith
highly reliable and

 efficient data-taking and event-selection cap
abilities. T

he huge investm
ent

in both financial and
 hu

m
an resou

rces for the A
TL

A
S detector itself, and

 also for the L
H

C
 m

a-
chine, m

eans that d
ata-taking operations m

ust be established and
 op

tim
ized as soon as possible

after first collisions in the L
H

C
 in 2007, in ord

er to capitalize on this investm
ent.

From
 early stages in the d

evelopm
ent of the A

T
L

A
S T

D
A

Q
 system

, elem
ents of the system

 (in
p

articu
lar those concerned

 w
ith d

ata acquisition) have been u
sed

 and
 tested

 in a test beam
 envi-

ronm
ent, p

rovid
ing the d

ata acqu
isition functionality and

 perform
ance needed

 for the d
etector

d
ata taking. A

 m
ajor effort has been m

ad
e to m

inim
ize the functional d

ivergence betw
een the

system
 used

 at the test beam
 and that being d

eveloped
 for the final experim

ent. A
p

art from
 pro-

viding a real-life, albeit scaled
 d

ow
n, testing facility for the TD

A
Q

 system
, this policy has the

ad
vantage of fam

iliarizing the d
etector com

m
u

nities in A
T

L
A

S w
ith the TD

A
Q

 system
 at an

early stage. Som
e of the elem

ents of the TD
A

Q
 system

 (those closest to the d
etector readou

t,
and their associated

 control and
 su

pervision functions) w
ill be requ

ired
 by the detectors d

uring
their com

m
issioning p

hases, both above and
 below

 ground
. R

equiring that the d
etectors be able

to use and
 give feed

back on the T
D

A
Q

 system
 w

ell in ad
vance of this, therefore offers consid

er-
able advantages both to the T

D
A

Q
 and

 to the d
etector com

m
u

nities in term
s of easing the in-

stallation and
 com

m
issioning p

hase of the experim
ent.

A
n essential requirem

ent on the TD
A

Q
 system

 w
hich w

ill be p
articu

larly im
p

ortant in the com
-

m
issioning and

 installation p
hase is the ability to partition the system

 into several ind
epend

ent
bu

t fu
lly-fu

nctional entities. It m
ust be possible for several d

etectors and
/or several p

arts of a
given d

etector to be triggered
 and

 to take d
ata in parallel and

 ind
ep

end
ently of each other. T

his
is in ord

er to facilitate and rend
er as p

arallel as possible the d
etector d

ebugging and
 com

m
is-

sioning operations. D
uring physics ru

nning, it w
ill be necessary to have the capability to run a

p
artition of an elem

ent of a given detector in test m
ode, to help track d

ow
n a fau

lt, w
hile the

rest of the A
T

L
A

S detector is taking data norm
ally.

T
he D

C
S is an integral part of the T

D
A

Q
 system

 and
 assum

es a p
articu

lar role in assuring the
coherent, safe operation and m

onitoring of all com
p

onents of the A
T

LA
S d

etector. A
lthough it

is highly integrated
 w

ith other parts of the T
D

A
Q

 system
, the D

C
S has the particular require-

m
ents of being operational 24 hours a d

ay, seven d
ays a w

eek and
 of being highly fau

lt tolerant.
T

he p
rincip

al elem
ents of the D

C
S m

ust be installed and com
m

issioned in tim
e for the first de-

tector com
m

issioning operations w
hich w

ill begin in early 2005. T
hese elem

ents m
u

st be able to

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

6
1

  O
verview

operate in a stand
-alone m

od
e i.e. w

ithout d
epend

ing on other p
arts of the T

D
A

Q
 system

 being
available.

C
onstraints of floor space and

 cooling capacity, in particular in the experim
ent’s u

nd
erground

cavern and
 adjoining service room

s, lim
it the nu

m
ber of racks available to the T

D
A

Q
 system

.
T

he proposed location of the H
LT

/
D

A
Q

 racks is p
resented

 in Section
5.5.11.

1.2.4
R

equ
irem

en
ts du

e to
 th

e lo
ng

 exp
ected lifetim

e o
f A

TL
A

S

T
he installation and com

m
issioning phase of A

T
L

A
S [1-5] w

ill take in excess of four years and
the exp

erim
ent is expected

 to take d
ata for fifteen years or m

ore. T
his tim

escale pu
ts a strong

prem
iu

m
 on the requirem

ent for a highly m
od

ular and
 cost-effective system

 design. T
his facili-

tates the replacem
ent or up

grad
ing of specific elem

ents of the system
 in a m

anner that w
ill have

little or no sid
e effects on neighbouring elem

ents.

E
xp

erience has show
n that cu

stom
 electronics is m

ore d
ifficult and

 expensive to m
aintain in the

long term
 than com

parable com
m

ercial prod
ucts. The use of com

m
ercial com

pu
ting and net-

w
ork equ

ip
m

ent, and
 the adop

tion of com
m

ercial p
rotocol stand

ard
s such as E

thernet, w
herev-

er ap
prop

riate and
 possible, is a requ

irem
ent w

hich w
ill help u

s to m
aintain the system

 for the
full lifetim

e of the experim
ent. T

he adop
tion of w

id
ely-sup

ported
 com

m
ercial stand

ards and
equ

ipm
ent at the outset w

ill also enable u
s to benefit from

 future im
p

rovem
ents in technology

by rendering equipm
ent replacem

ent and u
pgrade relatively transparent. A

n ad
d

itional benefit
of su

ch an approach is the highly-com
petitive com

m
ercial m

arket w
hich offers high perform

-
ance at low

 cost.

1.3
S

ystem
 co

m
p

on
en

ts and
 fun

ctio
ns

In this section, the principal com
ponents and

 fu
nctions of the baseline H

LT
/D

A
Q

 system
 are

d
escribed

 very briefly in ord
er to give the read

er an overview
 of the system

 before p
roceed

ing
to the su

bsequent chapters w
here d

etailed d
escriptions are given. A

 schem
atic diagram

 is p
re-

sented
 in Figu

re
1-1. H

LT
/

D
A

Q
 can be broken dow

n into four princip
al system

s, nam
ely:



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

1
  O

verview
7

•
T

he D
ata Flow

 system
 —

 responsible for
receiving the d

etector d
ata, serving of a

subset of d
ata to the H

LT
 system

, and
transporting the data for selected

 events
to m

ass storage

•
T

he H
LT

 system
 —

 resp
onsible for the

p
ost-LV

L
1 event selection and filtering

involving a rate redu
ction of a factor of

several hund
red

, and
 for the classifica-

tion of all accepted
 events

•
T

he O
nline system

 —
 responsible for all

aspects of experim
ent and

 T
D

A
Q

 opera-
tion and control du

ring d
ata-taking, and

d
u

ring testing and
 calibration runs

•
T

he D
C

S —
 responsible for the coherent

and safe operation of the A
T

L
A

S d
etec-

tor, as w
ell as the interface w

ith external
system

s and
 services inclu

d
ing the L

H
C

itself.

T
he O

nline system
 is im

plicitly understood
 to

be connected to all elem
ents in Figu

re
1-1, and

the D
C

S to all hard
w

are elem
ents w

hich need
to be m

onitored and controlled
.

1.3.1
T

he D
ata Flow

 system

A
T

L
A

S d
ecided

 early on to d
efine the boundary betw

een the d
etector readou

t and
 the d

ata ac-
quisition to be at the input of the R

ead
 O

ut Bu
ffers (R

O
B

s) [1-6]. T
he R

O
Ls, for w

hich there is an
agreed

 A
TL

A
S stand

ard, transport data fragm
ents of LV

L1-accep
ted

 events from
 the d

etectors’
R

O
D

s to the R
O

Bs. T
he R

ead
 O

ut System
s (R

O
S’s) each contain several R

O
Bs.

R
equested

 d
ata fragm

ents from
 selected

 R
O

Bs are served
 to the LV

L
2 trigger elem

ent of the
H

LT
 system

. Event d
ata fragm

ents for LV
L

2-accepted
 events are then bu

ilt, on the initiation of
the D

ata Flow
 M

anager (D
FM

), from
 the R

O
B

s, across a sw
itched

 E
thernet netw

ork, into a com
-

p
lete event by one of the ~100 Su

b-Farm
 Interfaces (SFIs). T

he SFIs then serve the com
plete

events to the second
 elem

ent of the H
LT system

, the E
vent Filter (E

F). Events selected
 by the E

F
for final archiving in p

reparation for offline reconstruction and
 p

rim
ary analysis are p

assed to
p

erm
anent storage via the final elem

ent of the D
ata Flow

 system
, the Su

b-Farm
 O

utp
ut (SFO

).

M
ost of the elem

ent interconnection in the D
ata Flow

 system
 is done u

sing stand
ard

 G
igabit

E
th

ernet netw
ork and

 sw
itching techn

ology. T
he m

axim
um

 n
etw

ork band
w

id
th

 capacity re-
quired

 for building events accep
ted by the LV

L
2 trigger is expected to be ~

5
G

byte/
s, m

u
ch less

than the aggregate d
ata rate into the R

O
D

s for events retained
 by LV

L1.

F
ig

u
re

1-1  P
rincipal com

ponents of the data-flow
 and

H
LT

 system
s

M
ass Storage

SFO
s

SFIs

D
FM

L
2SV

s

R
oIB

L
V

L
1

C
A

L
O

M
U

O
N

T
R

A
C

K
IN

G

m
em

ories
pipeline
Front−

end

R
O

D
s

L
V

L
2 &

 E
B

N
etw

orks

R
O

B
R

O
B

R
O

S

R
O

L
s

R
oIs

D
etectors

E
F Farm

s

L
2 Farm

s
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1.3.1.1
R

O
D

-crate d
ata acqu

isition

T
he d

etector R
O

D
 crates contain a variety of m

od
ules, includ

ing: the R
O

D
s them

selves, m
od

-
ules used for control of the Front-end Electronics and for processing event d

ata upstream
 of the

R
O

D
s, as w

ell as one or m
ore R

O
D

 C
rate P

rocessors (R
C

P
s). T

hey m
ay also contain red

uced
-

functionality R
O

D
 p

rototypes in laboratory setu
ps or at test beam

s. E
ach R

O
D

 C
rate is connect-

ed
 by a local-area E

thernet netw
ork to one or m

ore R
O

D
 C

rate W
orkstations (R

C
W

s).

T
he d

etector com
m

unities need
 com

m
on D

A
Q

 fu
nctionality at the level of the R

O
D

 C
rate in

several environm
ents: in laboratory setup

s; for p
erform

ing tests d
uring assem

bly of their detec-
tors; at test beam

s; and
 also in-situ at the exp

erim
ent d

uring com
m

issioning and
 w

hen running
w

ith beam
. T

he R
O

D
-C

rate D
A

Q
 [1-7] provid

es this functionality and
 is p

art of the T
D

A
Q

 sys-
tem

 itself. It com
prises all com

m
on softw

are for operating one or m
ore R

O
D

 C
rates, and

 it ru
ns

inside the R
O

D
 C

rate (on R
C

Ps) as w
ell as on the R

C
W

s. It p
rovid

es the fu
nctionality for config-

uration and
 control, R

O
D

 em
u

lation, m
onitoring, calibration at the level of the R

O
D

 C
rate, and

event building across m
u

ltip
le R

O
D

 C
rates. T

he system
 is d

escribed
 in m

ore d
etail in C

hapter
8.

1.3.2
T

he H
igh

 Level Trig
g

er system

T
he H

LT
 system

 is com
prised

 of the LV
L

2 trigger and
 the E

vent Filter. A
lthou

gh these w
ill both

be built using farm
s of standard

 P
C

s interconnected by Ethernet netw
orks, they d

iffer in several
im

p
ortant respects. A

 com
bination of high rejection pow

er w
ith fast, lim

ited
 p

recision algo-
rithm

s using m
od

est com
p

uting pow
er in LV

L
2, and

 m
od

est rejection p
ow

er w
ith slow

er, high
precision algorithm

s u
sing m

ore extensive com
pu

ting pow
er in the E

F is a cost-effective and
flexible w

ay to im
p

lem
ent the H

LT.

T
he LV

L
2 trigger m

ust w
ork at the LV

L
1 accept rate w

ith an average event treatm
ent tim

e of
~

10
m

s. In ord
er to operate w

ithin this tim
e bud

get, the LV
L2 trigger w

ill use a sequence of
highly optim

ized
 trigger selection algorithm

s w
hich operate on only a fraction (typically ~2%

)
of the event d

ata. T
he LV

L
1 trigger id

entifies regions in the d
etector w

here it has fou
nd

 interest-
ing features, so-called

 R
egions O

f Interest (R
oIs) [1-4]. The R

oI Bu
ild

er (R
oIB

) com
bines the R

oI
inform

ation from
 the various p

arts of the LV
L

1 trigger and
 p

asses it to the LV
L

2 supervisor
(L2SV

). T
he L2SV

 allocates an event to one of the com
pu

ting nodes in the LV
L

2 farm
 and

 trans-
fers the R

oI inform
ation for the event to the allocated

 processor (see Figu
re

1-1). These R
oIs are

then u
sed

 to seed
 the LV

L
2 algorithm

s. T
his enables the algorithm

s to select precisely the region
of the d

etector in w
hich the interesting featu

res resid
e and therefore the R

O
Bs from

 w
hich to re-

quest the d
ata for analysis. D

ata requ
ests m

ay be done several tim
es per event by d

ifferent fea-
tu

re-extraction 
algorithm

s 
that 

p
rogressively 

refine 
the 

selection. 
A

t 
each 

stage 
in 

the
processing an event m

ay be rejected
. E

ach LV
L

2 p
rocessor can treat several events concurrently.

T
he LV

L2 trigger d
ecisions are com

m
u

nicated
, via the L

2SV, to the D
FM

 for event deletion or
bu

ild
ing. It should

 be noted
 that all the data for a given event are stored in the R

O
B

s d
uring the

LV
L

2 processing and
, for selected

 events, until the event building process is com
pleted

.

T
he Event Filter has to w

ork at the LV
L

2 accep
t rate w

ith an average event treatm
ent tim

e of
~

1
s. C

om
p

ared
 to LV

2, m
ore sophisticated

 reconstru
ction and trigger algorithm

s, tools ad
ap

ted
from

 those of the offline, and
 m

ore com
plete and

 d
etailed

 calibration inform
ation are used

 here
in m

aking the selection. T
he E

F receives fu
lly bu

ilt events from
 the SFI and so the entirety of the

d
ata is available locally for analysis. A

ll the selection processing for a given event is d
one in a

single p
rocessor of the E

F p
rocessor farm

. E
vents not selected

 by the E
F are d

eleted
 and

 those
accepted

 are passed
 to the SFO

 for transm
ission to m

ass storage.
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T
he scop

e, com
p

lexity, d
egree of generality, and

 precision of m
easured

 quantities (includ
ing p

T ,
E

T , and isolation variables) of the LV
L2 and

 E
F algorithm

s is d
ifferent. T

he overall H
LT

 softw
are

selection fram
ew

ork in w
hich they operate has been d

esigned
 in su

ch a w
ay that all the algo-

rithm
s m

ay be developed
 in the sam

e (offline) developm
ent environm

ent and
 have the sam

e
d

ata-interface d
efinition. T

he detailed
 im

p
lem

entation of this interface is, how
ever, d

ifferent in
each case. T

his approach has the advantage of having a high degree of d
evelopm

ent com
m

onal-
ity and flexibility of scope across the sp

ectrum
 of the H

LT
 and

 the offline, as w
ell as facilitating

p
erform

ance com
parisons.

1.3.3
T

he O
nline softw

are system

T
he O

nline Softw
are system

 is responsible for configuring, controlling, and m
onitoring the

T
D

A
Q

 system
, but exclu

des any m
anagem

ent, processing, or transportation of event d
ata. It is a

fram
ew

ork w
hich provid

es the glu
e betw

een the various elem
ents of the D

A
Q

, H
LT

 and D
C

S
system

s, and defines interfaces to those elem
ents. It also includ

es inform
ation-d

istribution serv-
ices and

 access to configuration and
 other m

eta-d
ata databases.

A
n im

p
ortant part of the O

nline softw
are is to provide the services that enable the TD

A
Q

 and
d

etector system
s to start up and

 shut d
ow

n. It is also resp
onsible for the synchronization of the

the entire system
, and

 the su
pervision of processes. Verification and d

iagnostics facilities help
w

ith the early detection of p
roblem

s. T
he configu

ration services provid
e the fram

ew
ork for

storing the large am
ount of inform

ation requ
ired

 to describe the system
 top

ology, inclu
ding

hard
w

are and
 softw

are com
ponents. D

uring d
ata taking, access is provid

ed to m
onitoring

tasks, histogram
s p

rod
uced in the T

D
A

Q
 system

, and
 also the errors and

 d
iagnostics m

essages
sent by d

ifferent ap
plications. O

ne or m
ore user interfaces d

isplay the available inform
ation and

enable the user to configure and control the T
D

A
Q

 system
.

1.3.4
T

he D
etector C

on
trol system

T
he D

C
S supervises all hard

w
are of the exp

erim
ental set-u

p
, inclu

d
ing all d

etector system
s of

A
T

L
A

S and
 the com

m
on exp

erim
ental infrastructure. It also com

m
unicates w

ith external sys-
tem

s like the infrastructure services of C
E

R
N

 and
 m

ost notably w
ith the L

H
C

 accelerator.

Safety asp
ects are treated by D

C
S only at the least-severe level. T

his concerns m
ainly questions

of sequ
encing op

erations or requiring cond
itions before executing com

m
and

s. Tools for inter-
locks, both in hardw

are and
 in softw

are, are also provid
ed by D

C
S. M

onitoring and
 prevention

of situations w
hich cou

ld cau
se m

ajor d
am

age to the d
etector or even end

anger people's lives
are the responsibility of a d

edicated D
etector Safety System

 (D
SS), and

 the C
ER

N
-w

id
e safety

and alarm
 system

, respectively. D
C

S interacts w
ith both of these system

s.

A
ll actions initiated

 by the operator and
 all errors, w

arnings, and
 alarm

s concerning the hard-
w

are of the d
etector are handled

 by D
C

S. It p
rovid

es online statu
s inform

ation to the level of
d

etail required
 for global system

 operation. T
he interaction of d

etector experts w
ith their d

etec-
tor is also d

one via D
C

S. D
C

S continuously m
onitors all op

erational param
eters, gives gu

id
ance

to the operator, and signals any abnorm
al behaviou

r. It m
u

st also have the capability to take ap-
p

ropriate action autom
atically if necessary and to bring the d

etector to a safe state.

C
oncerning the operation of the exp

erim
ent, close interaction w

ith the D
A

Q
 system

 is of prim
e

im
portance. G

ood
-quality physics d

ata requires detailed synchronization betw
een the D

A
Q

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

10
1

  O
verview

system
 and

 D
C

S. B
oth system

s are com
plem

entary in as far that the D
A

Q
 d

eals w
ith the d

ata
d

escribing a physics event (characterized
 by an event num

ber), w
hile D

C
S treats all data con-

nected
 w

ith the hard
w

are of the d
etector related

 to the op
erational state of the d

etector w
hen

the d
ata w

ere taken (categorized by a tim
e interval). T

he correlation betw
een them

 is requ
ired

for offline analysis.

Som
e parts of the detector w

ill op
erate continuously becau

se any interruption is costly in tim
e

or m
oney, or m

ay even be d
etrim

ental to the perform
ance of that d

etector. H
ence su

pervision by
D

C
S is need

ed continuously. D
A

Q
 in contrast is required

 only w
hen p

hysics d
ata are taken or

d
uring specific m

onitoring, calibration, or testing runs. T
herefore D

C
S need

s com
plete opera-

tional indep
end

ence. T
his m

ust, how
ever, not resu

lt in boundaries w
hich lim

it fu
nctionality or

perform
ance. T

herefore both D
A

Q
 and D

C
S share elem

ents of a com
m

on softw
are infrastru

c-
tu

re.

1.4
D

ata typ
es

T
he TD

A
Q

 system
 has to d

eal w
ith several broad

 classes of d
ata w

hich possess d
ifferent charac-

teristics. T
hese classes are introd

uced here briefly and
 d

iscu
ssed

 in m
ore d

etail later in the d
oc-

um
ent.

•
D

etector control d
ata

T
he D

C
S system

 w
ill prod

uce large am
ounts of system

 statu
s and hard

w
are-p

aram
eter

d
ata at frequ

encies of up
 to of ord

er 1
H

z. H
ow

ever, if the system
 being m

onitored
 is in a

stable condition, it can be expected
 that these values w

ill change little over p
eriods of sev-

eral hours or m
ore. The im

portant qu
antity to m

onitor in m
any cases w

ill therefore be
variations of the values read

 rather than the values them
selves, thu

s redu
cing the need to

transport and
 store large quantities of very sim

ilar d
ata across the D

C
S and

 online control
netw

orks. A
 m

ore d
etailed

 d
iscu

ssion of D
C

S d
ata hand

ling can be fou
nd

 in C
hapter

11.

•
E

vent d
ata

E
vent data are those read

 out from
 the d

etectors follow
ing a trigger, w

ith the ad
d

ition of
the d

ata p
rod

uced by the variou
s stages of the trigger itself w

hile processing the event.
T

he detailed internal form
at of these d

ata is d
efined by the characteristics of each detec-

tor’s read
out electronics. H

ow
ever, the d

ata are surrounded
 by head

ers and
 trailers in a

‘raw
 d

ata event’ form
at that is com

m
on across the experim

ent [1-8]. E
vent data are rep

re-
sented

 physically as a single stream
 of bytes, w

hich is subsequently referred
 to as a

‘bytestream
’. P

rior to their u
se in the H

LT, bytestream
 d

ata are reform
atted and

 converted
into quantities m

ore suitable for the selection algorithm
s (see C

hap
ter

9). B
ytestream

 d
ata

from
 events accep

ted
 by the H

LT
 w

ill be stored in m
ass storage in prep

aration for the
prom

p
t reconstruction —

 the first step
 in the offline analysis. E

vent d
ata are transp

orted
by the D

ata Flow
 central netw

ork.

•
C

onfigu
ration d

ata

T
hese d

ata are used
 to configure the T

D
A

Q
 and d

etector system
s in preparation for d

ata-
taking and

 they define the precise configuration of the system
 used for a p

articu
lar run.

E
xam

ples of this d
ata type includ

e electronics p
aram

eters and
 threshold

s, m
od

ule m
ap-

ping, softw
are execu

tables, netw
ork param

eters, trigger param
eters and thresholds, high-

voltage values, etc. A
 given d

ata-taking ru
n is d

efined by an unique set of configuration
d

ata. The run’s configu
ration d

ata are stored
 in and

 accessed
 from

 a d
edicated in-m

em
ory



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

1
  O

verview
11

d
atabase du

ring data taking. C
onfiguration d

ata are transp
orted

 over the O
nline control

netw
ork.

•
C

onditions d
ata

C
onditions data includ

e all d
ata that are relevant for the com

plete analysis of any given
selection of event data and

 inclu
de d

ata from
 som

e of the above categories. C
onditions

d
ata w

ill be stored
 for the lifetim

e of the experim
ent and

 are labelled
 by Interval-of-V

alid-
ity (IO

V
) tags. T

he cond
itions d

ata for a given ru
n w

ill includ
e all the configuration d

ata
u

sed
 for that ru

n, the associated
 D

C
S data, detailed

 d
etector calibration data, m

agnet cal-
ibration, etc. C

ond
itions d

ata w
ill be prod

uced
 and

 accessed
 in m

any different areas of
the experim

ent, both online and
 offline. C

ond
itions d

ata in the TD
A

Q
 system

 are trans-
p

orted
 over the D

C
S and

 O
nline control netw

orks.

•
O

nline statistics and
 m

onitoring data

T
his type of data w

ill be p
rod

uced in large quantities by both the d
etectors and

 the T
D

A
Q

system
 du

ring data taking. They are sim
ilar in som

e respects to D
C

S d
ata in that in m

any
cases, the m

onitoring and observation of the variation of param
eters is m

ore im
portant

than the param
eter valu

es them
selves. T

his d
ata type w

ill be transported by both the cen-
tral D

ata Flow
 netw

ork (in the case of d
ata being sam

pled from
 the m

ain event d
ata flow

for m
onitoring p

urp
oses e.g. to prod

uce d
etector w

ire-m
aps etc.) and the O

nline control
netw

ork. T
his subject is ad

d
ressed

 in d
etail in C

hapter
7.

1.5
Lo

ng
-term

 issu
es and p

erspectives

A
 m

ore detailed
 view

 of T
D

A
Q

 planning for the im
m

ed
iate futu

re is d
escribed in C

hap
ter

18,
bu

t it is usefu
l to set out the principal elem

ents of the overall A
T

L
A

S planning here. In the cur-
rent A

T
LA

S installation sched
u

le [1-5], the initial d
etector w

ill be com
p

leted in D
ecem

ber 2006,
ready for the first L

H
C

 collisions in A
p

ril 2007. A
 cosm

ic ray ru
n is planned

 in A
utu

m
n 2006. In

its first year of op
eration, the target is for the L

H
C

 to attain a lu
m

inosity of 2
×

10
33

cm
−2

s −1.
T

he installation schedu
le of the T

D
A

Q
 system

 is dictated
 both by constraints com

ing from
 the

installation of the system
 itself, as w

ell as by the d
etector installation and

 com
m

issioning sched-
u

le. In particular, the need
s of the d

etectors for T
D

A
Q

 services du
ring that tim

e should
 be fu

l-
filled

.

T
he first elem

ents of the T
D

A
Q

 system
 w

ill be requ
ired

 by the d
etectors in early 2005, and the

R
O

D
-crate D

A
Q

 system
 (Section

1.3.1.1) in late 2004. T
he requ

ired T
D

A
Q

 elem
ents are those d

i-
rectly involved

 in the initial d
etector readou

t, such as the R
O

Bs, as w
ell as som

e specific associ-
ated

 softw
are elem

ents and the com
plete D

C
S system

. T
hese com

p
onents are w

ell ad
vanced

,
w

ith in m
any cases final p

rototypes or p
rod

uction m
od

ules being available now
 or at the latest

by the end
 of 2003. T

he use of these elem
ents in the A

T
L

A
S test beam

 has alread
y been noted

 as
one im

portant elem
ent in their d

evelop
m

ent. E
lem

ents of the system
 fu

rther d
ow

n the chain, in
p

articu
lar the H

LT farm
s, their interconnections, and

 softw
are w

ill be required
 later. The de-

scrip
tion of these elem

ents in this TD
R

 d
ocu

m
ents the current statu

s of d
evelop

m
ent of the sys-

tem
. It is clearly d

esirable to pu
rchase com

puting and
 netw

ork hardw
are as late as possible,

w
hile being consistent w

ith the A
T

L
A

S sched
ule, to benefit from

 the latest technological d
evel-

opm
ents. It is vital that m

axim
u

m
 flexibility be kept in both the system

 sched
ule and

 d
esign in

order to facilitate this.

T
he increasing size and

 tim
escale of high-energy physics exp

erim
ents m

eans that their associat-
ed

 softw
are is becom

ing increasingly com
plex. The softw

are w
ill have to be m

aintained
 and
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supp
orted

 over period
s of fifteen years or m

ore by people w
ho w

ill com
e and

 go from
 the ex-

perim
ent on a m

uch shorter tim
escale. In ord

er to ease the long-term
 m

aintenance issues, a big
em

phasis in the TD
A

Q
 system

 is being given to the u
se of a w

ell-defined
 and

 appropriate soft-
w

are-d
evelop

m
ent process (see C

hapter
15), to coherent error hand

ling and
 fault tolerance (see

C
hap

ter
6), and to d

ocum
entation.

T
he u

se of test beam
s to valid

ate and
 test designs and

 prototype im
plem

entations of elem
ents of

the system
 has alread

y been m
entioned

. H
ow

ever, this offers testing on a very sm
all scale com

-
pared to that of the final experim

ent (test-beam
 im

p
lem

entations typically have ju
st a few

 V
M

E
-

bu
s crates and their associated su

pport services). T
herefore, it is d

esirable to test the system
 also

on testbeds w
hich are as large as possible w

ithin bu
d

get constraints. Fu
rtherm

ore, experience
show

s that m
any perform

ance and functionality issues w
ill only ap

pear w
hen testing on larger

prototyp
es and

 testbed
s. N

evertheless these testbed
s m

ay only represent som
e 10–20%

 of the fi-
nal system

 size and so the extrap
olation of m

easu
rem

ents from
 them

 to the fu
ll system

 via ad
-

vanced
 m

od
elling techniques is also a vital elem

ent in the overall system
-d

esign validation.
Testbed and m

od
elling resu

lts for the system
 are presented

 and
 discussed

 in C
hapter

14.

A
s m

entioned
 at the beginning of this chapter, several d

esign and
 technical d

ocu
m

ents preced
e

this T
D

R
. Further d

esign d
ocu

m
ents w

ill be p
rod

uced by A
T

L
A

S before the start of d
ata taking,

notably the offline com
puting T

D
R

 w
hich is expected in som

e tw
o years from

 now
. T

he offline
com

pu
ting TD

R
 docum

ent w
ill present a continu

ation and m
ore com

p
lete analysis of som

e as-
pects add

ressed already in this T
D

R
. In particular it w

ill fu
rther ad

d
ress the areas of the trigger

selection softw
are and

 perform
ance, the d

efinition of and access to cond
itions (calibration) d

ata
online, and

 the architectu
re of the m

ass storage and
 prom

pt reconstru
ction system

, w
hich im

-
m

ediately follow
 the outp

ut of the E
F.

1.6
G

lossary

A
 com

plete glossary can be found in A
pp

end
ix

B
. This section add

resses a few
 general nom

en-
clatu

re issu
es to assist the read

er. For the pu
rposes of this d

ocu
m

ent, the follow
ing principal

d
efinitions are assu

m
ed

:

•
D

etector —
 one of the several p

rincip
al d

etectors of A
T

L
A

S such as the m
uon d

etector,
the calorim

eter detector, and
 tracking detector.

•
T

he A
T

L
A

S D
etector —

 the integrated
 com

p
lete set of d

etectors u
sed

 to form
 the A

T
L

A
S

experim
ent.

•
Sub-d

etector —
 com

ponent parts of d
etectors such as a liquid

 argon calorim
eter or the

m
uon R

PC
s.

•
System

 —
 the com

ponent system
s of the T

D
A

Q
 are the LV

L
1 trigger together w

ith those
d

efined in Section
1.3.

•
Subsystem

 —
 the com

ponent parts of any of the above TD
A

Q
 system

s, e.g., the LV
L

2 trig-
ger, the LV

L
1 m

u
on trigger.

•
T

D
A

Q
 —

 com
prises the LV

L
1 trigger, H

LT
 and

 D
A

Q
 (includ

ing D
C

S).

•
H

LT
/D

A
Q

 —
 the T

D
A

Q
 exclud

ing the LV
L

1 trigger.
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1.7
R

eferen
ces 

1-1
A

T
LA

S Trigger P
erform

ance Status R
eport, C

E
R

N
/

L
H

C
C

/
98-15 (1998)

1-2
A

T
LA

S D
A

Q
, E

F, LV
L2 and D

C
S Technical P

rogress R
eport, C

E
R

N
/

L
H

C
C

/
98-16 (1998)

1-3
A

T
LA

S H
igh-Level Triggers, D

A
Q

 and D
C

S Technical P
roposal, C

E
R

N
/

L
H

C
C

/
2000-17 (2000)

1-4
A

T
LA

S First-Level Trigger Technical D
esign R

eport, C
E

R
N

/
L

H
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C
/
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1-5
A

T
L

A
S Installation w
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/
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A
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T
C

O
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R
D
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A
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TcO

ffice/
Sched

u
ling/

Installation/
A

T
L

A
Sinstallation.htm

l

1-6
Trigger &

 D
A

Q
 interfaces w

ith front-end system
s: requirem

ent docum
ent version 2.0, A

T
L

A
S 

E
D

M
S N

ote, A
T

L
-D

-E
S-0013 ,

http
s:/

/
ed

m
s.cern.ch

/
d

ocu
m

en
t/

384600/
2

1-7
R

O
D

 C
rate D

A
Q

 Task Force, D
ata A

cquisition for the A
T

LA
S R

eadO
ut D

river C
rate (R

O
D

 
C

rate D
A

Q
), A

T
L

A
S E

D
M

S N
ote, A

T
L

-D
-E

S-0007,
http

s:/
/

ed
m

s.cern.ch
/

d
ocu

m
en

t/
344713/

1
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A

Q
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2
P

aram
eters

T
his chap

ter p
resents the p

aram
eters relevant to the H

LT
/D

A
Q

/
D

C
S system

. These includ
e the

d
etector read

out p
aram

eters and
 the trigger selection for the correct d

im
ensioning of the data-

flow
 system

 and for und
erstand

ing the d
ata volu

m
es that w

ill need
 to be stored

. T
hese are the

subject of the first tw
o sections.

O
ther im

portant param
eters for the correct d

efinition of the system
 are those com

ing from
 the

m
onitoring and

 calibration requ
irem

ents. T
hese are d

iscussed
 in the follow

ing tw
o sections.

T
he last section is d

edicated to the D
C

S p
aram

eters: the subd
ivision of the system

 in d
etector

p
arts and

 the am
ount of configuration d

ata traffic in the case of startup
 configu

ration and
 re-

configuration of possible faulty elem
ents.

2.1
D

etecto
r read

out param
eters

T
he A

T
LA

S detector consists of three m
ain d

etection system
s: the Inner D

etector, the C
alorim

e-
ter System

 and the M
u

on Spectrom
eter. T

hese system
s are su

bdivided
 into sub-d

etectors.

T
he Inner D

etector is divided
 into three sub-d

etectors: P
ixels, SC

T
 and T

R
T [2-1], [2-2]. T

he Pix-
els subd

etector consists of sem
icond

uctor d
etectors w

ith pixel readou
t. It is divided

 into tw
o

endcaps, an innerm
ost barrel ‘B

-layer’ and
 tw

o ou
ter barrel layers. A

ll p
arts m

entioned are d
i-

vided
 into φ regions. T

he SC
T

 sub-d
etector is built from

 silicon m
icrostrip

 d
etectors. It is su

bd
i-

vided
 into tw

o end
caps and a barrel p

art. T
he latter is su

bd
ivided

 into tw
o regions, one for

p
ositive and

 the other for negative η
. T

he T
R

T su
b-d

etector is a tracking d
etector built from

straw
 tube and

 rad
iator, and

 featu
res identification of highly relativistic particles by m

eans of
the transition rad

iation generated
.

T
he C

alorim
eter System

 consists of several sub-d
etectors based

 on d
ifferent technologies. T

he
barrel electrom

agnetic, the end
cap electrom

agnetic, the end
cap had

ron and
 the forw

ard
 calo-

rim
eters u

se liqu
id

 argon as the active m
ed

iu
m

 [2-3]. T
he barrel and tw

o extended
 barrel

hadron calorim
eters at larger rad

ii (w
ith respect to the other calorim

eters) in the range
| η|

<
1.7, together form

ing the Tilecal calorim
eter, are based

 on scintillator–iron technology [2-
4].

T
he M

u
on Sp

ectrom
eter is d

ivid
ed into a barrel part and

 tw
o end

caps extend
ing up

 to | η|
≤

2.4.
T

he barrel consists of precision cham
bers based

 on M
onitored

 D
rift Tubes (M

D
Ts), and

 trigger
cham

bers based
 on R

esistive P
late C

ham
bers (R

PC
s). T

he tw
o end

caps contain both M
D

Ts and
another type of trigger cham

ber: T
hin G

ap C
ham

bers (T
G

C
s). Fu

rtherm
ore at large p

seu
dora-

p
id

ities and close to the interaction point, C
athod

e Strip C
ham

bers (C
SC

s) are used, w
hich can

hand
le the higher rate and

 the severe background
 cond

itions [2-5].

T
he LV

L
1 Trigger is another source of d

ata for the D
ata A

cquisition (D
A

Q
) system

, and ded
icat-

ed
 R

ead
O

ut D
rivers (R

O
D

s) are u
sed

 [2-6].

T
he organization of the A

TL
A

S d
etector read

out is specified
 in Table

2-1 in term
s of the parti-

tioning, of d
ata sources (the R

O
D

s), of R
eadO

ut Links (R
O

Ls), and
 of R

ead
O

ut System
 (R

O
S)

subsystem
s, assum

ing that a m
axim

u
m

 of 12 R
O

L
s can be connected

 to a single R
O

S subsystem
.

T
he inform

ation in the table is for a large part based
 on inform

ation provid
ed

 by the su
bd

etec-
tor grou

ps du
ring the third

 R
O

D
 W

orkshop held
 in A

nnecy in N
ovem

ber 2002 [2-7]. The parti-
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tions used
 coincid

e w
ith the T

T
C

 partitions d
escribed

 in [2-6]. E
ach R

O
D

 m
od

u
le, each R

O
D

crate and
 each R

O
S su

bsystem
 is associated w

ith a single p
artition. E

ach partition can function
ind

ependently.

In the follow
ing the official A

TL
A

S coord
inate system

 w
ill be used, therefore the definitions of

this system
 are briefly sum

m
arized

 [2-8].

A
 and

 C
 are the labels used to id

entify the tw
o sid

es of any A
T

L
A

S com
ponent w

ith respect to
the pseud

orapidity η
=

0. They correspond
 to the convention of the tw

o sid
es of the A

T
L

A
S cav-

ern. If w
e d

efine the Z
 axis as the one along the beam

 d
irection, w

hen looking from
 insid

e the
L

H
C

 ring, the p
ositive Z

 is the left d
irection. The p

ositive Z
 is id

entified
 as side A

. T
he negative

Z
 is the right direction and

 is id
entified

 as sid
e C

. T
he beam

 is going from
 right to left along Z

.
T

he sid
e B

 is kep
t for elem

ents on the Z
=

0 plane.

T
he X

-axis is horizontal and
 points from

 the IP to the LH
C

 ring centre. T
he Y

 axis is perp
end

ic-
ular to X

 and
 to Z

, and
 is inclined by 1.236%

 w
ith resp

ect to the local p
erpend

icu
lar of the cav-

ern floor. This sm
all angle is need

ed
 to follow

 the beam
 slop

e.

T
he φ angle is m

easu
red

 from
 the polar X

 axis w
ith positive values in the anti-clockw

ise direc-
tion. T

he p
seu

dorap
id

ity η
 is m

easured from
 the Y

 axis, positive tow
ard

s Z
-positive (sid

e A
).

Tab
le

2-1  T
he distribution of the R

O
D

s per detector per partition.

D
etecto

r
P

artitio
n

R
O

D
s

R
O

D
crates

R
O

L
s

R
O

S
su

b
system

s

R
O

L
s p

er
R

O
S

 
su

b
system

Inner
D

etector
B

 L
ayer

44
3

44
4

3
*

12
+

8

D
isks

12
1

12
1

1
*

12

L
ayer 1

+
2

38
+

26
4

38
+

26
6

5
*

12
+

4

SC
T

B
arrel A

22
2

22
2

1
*

12
+

10

B
arrel C

22
2

22
2

1
*

12
+

10

E
n

d
cap

 A
24

2
24

2
2

*
12

E
n

d
cap

 C
24

2
24

2
2

*
12

T
R

T
B

arrel A
32

3
32

3
2

*
12

+
8

B
arrel C

32
3

32
3

2
*

12
+

8

E
n

d
cap

 A
84

7
84

7
7

*
12

E
n

d
cap

 C
84

7
84

7
7

*
12

L
A

r
E

M
B

 A
56

4
224

19
18

*
12

+
8

E
M

B
 C

56
4

224
19

18
*

12
+

8

E
M

E
C

 A
35

3
140

12
11

*
12

+
8

E
M

E
C

 C
35

3
140

12
11

*
12

+
8

FC
A

L
4

1
16

2
1

*
12

+
4

H
E

C
6

1
24

2
2

*
12



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

2
  P

aram
eters

17

E
ach subd

etector w
ill contribute to the A

T
L

A
S event w

ith a d
ata fragm

ent. T
he m

axim
u

m
 ex-

p
ected

 d
ata fragm

ent sizes, as specified
 by the subd

etector groups, and estim
ates of the d

ata
fragm

ent sizes are p
resented

 in Table
2-2. To each d

ata fragm
ent is ad

d
ed a R

O
D

 head
er and

trailer (48
B

ytes total) and
 a R

O
B

 Inp
ut (R

O
B

in) head
er (56

B
ytes). In general, a R

O
S subsystem

w
ill concatenate several d

ata fragm
ents and

 then add
 a R

O
S head

er (52
Bytes) and

 a w
rapp

er
for the D

ata C
ollection softw

are (36
B

ytes), the latter is rem
oved on receip

t of the d
ata. T

he total
event size w

ithou
t and

 w
ith head

ers is also specified
 in the table and

 falls in the range 1.2–
2.2

M
byte.

It is w
orth m

entioning that there w
ill be a staging of som

e d
etector com

ponents since it is neces-
sary to have a detector that is read

y for the first LH
C

 collisions in Sp
ring 2007 and

 because of
the d

eferral of som
e part of the fu

nd
ing for the com

pletion of the d
etector instrum

entation. T
his

staging scenario has an im
p

act on the num
ber of R

O
L

s for som
e d

etectors: the Pixel sub-d
etec-

tor w
ill stage the L

ayer 1 [2-2], the TR
T

 su
b-d

etector w
ill stage the tw

o end
-cap

 C
-w

heels [2-1],
the C

SC
 sub-d

etector w
ill stage 8 cham

bers p
er end

cap
 [2-5], and the L

A
r su

b-d
etector w

ill
stage the instrum

entation of the R
O

D
s by using half of the D

SP
 boards and

 re-arranging the

Tilecal
B

arrel A
8

1
16

2
1

*
8

+
4

B
arrel C

8
1

16
2

1
*

8
+

4

E
xt B

arrel A
8

1
16

2
1

*
8

+
4

E
xt B

arrel C
8

1
16

2
1

*
8

+
4

M
D

T
B

arrel A
48

4
48

4
4

*
12

B
arrel C

48
4

48
4

4
*

12

E
nd

cap
 A

48
4

48
4

4
*

12

E
nd

cap
 C

48
4

48
4

4
*

12

C
SC

E
nd

cap
 A

8
+

8
1

16
2

1
*

8
+

4

E
nd

cap
 C

8
+

8
1

16
2

1
*

8
+

4

R
P

C
B

arrel A
16

1
16

2
1

*
8

+
4

B
arrel C

16
1

16
2

1
*

8
+

4

T
G

C
E

nd
cap

 A
8

1
8

1
1

*
8

+
4

E
nd

cap
 C

8
1

8
1

1
*

8
+

4

LV
L

1 (R
oI, 

C
P, JE

P
 

and
 P

P
 

R
O

D
s 

belong to 
the sam

e 
p

artition)

M
IR

O
D

1
1

1
5

4
*

12
+

8

R
oI

6
1 or 2

6

C
P

4
16

JE
P

4
16

PP
4

8
16

C
T

P
1

1
1

Total
33

984
92

1628
146

Tab
le

2-1  T
he distribution of the R

O
D

s per detector per partition.
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R
O

D
 ou

tput to red
uce by a factor tw

o the nu
m

ber of R
O

L
s [2-3]. This initial staging scenario is

sum
m

arized
 in Table

2-3.

2.2
Trig

ger an
d D

ataF
low

 param
eters

Tw
o baseline scenarios are u

sed
 in this report: 

1.
‘low

 lu
m

inosity’: for a lum
inosity of 2

×
10

33
cm

−2
s −1 w

ith a LV
L

1 accept rate of about
20

kH
z. T

he LV
L2 accept rate is exp

ected
 to be about 600

H
z.

2.
‘d

esign lum
inosity’: for a lu

m
inosity of 1

×
10 34

cm
−2

s −1 w
ith a LV

L
1 accep

t rate of about
35

kH
z. T

he LV
L2 accep

t rate is exp
ected

 to be about 1.5
kH

z.

T
he ‘LV

L
1 trigger m

enu
s’ associated

 w
ith these scenarios are sp

ecified
 in C

hapter
4 and

 in
A

pp
end

ix
A

. In view
 of the u

ncertainties in the trigger rates, the TD
A

Q
 system

 is required to
cop

e w
ith the rates im

plied
 by a LV

L
1 rate of 75

kH
z. For low

 lum
inosity the LV

L
2 accept rate is

in that case 2.2
kH

z, w
hile for high lu

m
inosity it is 3.3

kH
z.

T
he data need

ed
 for the LV

L
2 trigger and

 the type of processing perform
ed

 by it, dep
end

 on the
regions of interest sup

plied
 by the first level trigger. E

ach of the four different typ
es of R

oIs
(‘m

u
on’, ‘electron/gam

m
a’, ‘jet’, and

 ‘had
ron’) has its ow

n characteristic type of processing.
T

he processing consists of several step
s and

 after each step
 a d

ecision is taken on w
hether d

ata

Tab
le

2-2  E
stim

ates and m
axim

um
 data fragm

ent sizes in bytes. 

S
u

bd
etecto

r
N

u
m

b
er o

f 
R

O
L

s
L

o
w

 lum
in

o
sity

(2
×

10
33

cm
−2

s
−1)

D
esig

n
 lum

in
o

sity
(1

×
10

34
cm

−2
s

−1)

M
ax. as sp

ecified
in

 R
O

D
 w

o
rksh

o
p

 
o

f N
o

vem
b

er 2002

P
ixels

120
200

500
1300

SC
T

92
300

1100
1600

T
R

T
256

300
1200

1200

E
.m

. calorim
eter (L

A
r B

ar-
rel
and

 E
M

E
C

)

728
752

752
1400

H
ad

ron calorim
eter

64
(Tilecal)

752
752

1100
(Tilecal)

24
(H

E
C

)
752

752
1400

(L
A

r)

M
u

on p
recision

192
800

800
1000

M
u

on trigger (R
P

C
s and

 
T

G
C

s)
48

380
380

1000

C
SC

32
200

200
200

FC
A

L
16

1400
1400

1400

LV
L

1
56

1200
(average)

1200
(average)

1200
(average)

Total event size, raw
1

006
864

1
346

864
2

064
000

Total event size, w
ith head

-
ers

1
183

352
1

523
352

2
240

488
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from
 other sub-d

etectors w
ithin the region of interest shou

ld be requested
 for fu

rther analysis.
T

he d
ata rates can be estim

ated
 w

ith the help
 of inform

ation on the typ
e, rate, sizes, locations of

the regions of interest, and
 on the m

apping of the d
etector onto the R

O
B

 inp
uts (R

O
B

ins). M
ore

d
etails are provid

ed
 in A

p
pend

ix
A

. Table
2-4 presents an overview

 of typ
ical values of rates

and d
ata volu

m
es for a 75

kH
z LV

L1 trigger rate.

Tab
le

2-3  N
um

ber of R
O

D
s and R

O
Ls for the initial A

T
LA

S
 detector. 

In
itial d

etecto
r

F
in

al d
etecto

r

S
u

b
d

etecto
r

N
um

b
er o

f 
R

O
D

s
N

u
m

b
er o

f 
R

O
L

s
N

u
m

b
er of 

R
O

D
s

N
u

m
b

er o
f 

R
O

L
s

P
ixel (no L

ayer 1)
82

82
120

120

SC
T

92
92

92
92

T
R

T
192

192
232

232

L
A

r
192

384
192

768

Tilecal
32

64
32

64

M
D

T
192

192
192

192

C
SC

16
16

32
32

R
P

C
32

32
32

32

T
G

C
16

16
16

16

LV
L

1
24

56
24

56

Tab
le

2-4  Typical values and rates for a 75
kH

z LV
L1 trigger rate.

L
o

w
 lu

m
ino

sity
D

esig
n

 lu
m

in
o

sity 

A
verage nu

m
ber of R

O
L

s p
er R

oI request, 
p

er LV
L

1 trigger
17.9

16.2

A
verage nu

m
ber of group

s of 12 R
O

L
s receiv-

ing a R
oI requ

est, p
er LV

L
1 trigger

9.0
8.5

M
axim

u
m

 average ou
tpu

t band
w

id
th

p
er R

O
B

In (M
byte/

s)
6.7

6.9

M
axim

u
m

 average R
oI

requ
est rate p

er R
O

B
In (kH

z)
5.6

4.8

M
axim

u
m

 average ou
tpu

t band
w

id
th

p
er 12 R

O
B

Ins (M
byte/

s) 
53

59

M
axim

u
m

 average R
oI

requ
est rate p

er 12 R
O

B
Ins (kH

z)
16

14

Total band
w

id
th LV

L
2 traffic (G

byte/
s)

1.2
1.1

E
vent B

u
ild

ing rate (kH
z)

2.2
3.3

Total band
w

id
th traffic to E

vent B
uild

er 
(G

byte/
s)

2.7
5.0
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T
he size of the LV

L
2 farm

s and the nu
m

ber of Sub-Farm
 Inp

uts (SFIs) has been estim
ated as-

sum
ing the use of d

ual C
PU

, resp
ectively single C

P
U

 com
puter server (4

G
H

z PC
s). D

etails of
the acceptance factors for the various steps of the LV

L
2 p

rocessing and
 of p

rocessing tim
es are

provid
ed

 in A
ppend

ix
A

. It is expected
 that at a 75

kH
z LV

L1 rate about 100–150 d
ual C

P
U

 m
a-

chines w
ill be need

ed for the LV
L

2 farm
, and

 abou
t 50–100 SFIs, assum

ing an inpu
t band

w
id

th
per SFI of ~

70
M

byte/s. T
he SFIs send

 the com
plete events for further analysis to the E

vent Fil-
ter w

here a factor of ten rate red
uction is expected (see C

hap
ter

13). For a typ
ical processing

tim
e of one second

 per event a farm
 of at least 1000 d

ual-p
rocessor m

achines w
ill be needed

.

2.3
M

o
nito

rin
g requ

irem
ents

M
onitoring w

ill require the transfer of event fragm
ents and/

or m
onitoring resu

lts such as histo-
gram

s from
 the sou

rces to the destinations. T
he follow

ing sou
rces of d

ata can be id
entified

:

•
R

O
D

•
R

O
S

•
SFI

•
Trigger p

rocessors (LV
L

1, LV
L

2, EF).

Investigations are u
nd

er w
ay to id

entify the d
estinations and

 the traffic generated. Possible d
es-

tinations are:

•
private w

orkstations in the m
ain C

ontrol R
oom

 (SC
X

1)

•
O

nline m
onitoring farm

 (possibly a sub-set of the E
F Farm

), the location of w
hich is not

yet defined
. It should

 be noted
 that results from

 the O
nline M

onitoring farm
 w

ill then be
sent to the m

ain C
ontrol R

oom
.

M
ore details on m

onitoring d
uring d

ata taking can be fou
nd in C

hapter
7 and in [2-6].

Table
2-5 sum

m
arizes the present know

ledge of the relations betw
een the sou

rces and
 the d

esti-
nations for m

onitoring. D
etailed

 resu
lts of the survey sent to d

etector and
 physics groups can be

fou
nd

 in [2-7]. Som
e figures for the expected

 traffic generated
 by m

onitoring are still m
issing,

bu
t the ones qu

oted here should be consid
ered

 as a reasonable u
pper lim

it. E
vent fragm

ents
com

ing from
 R

O
D

 are very likely to be m
oved

 on the D
ata C

ollection netw
ork. T

he situ
ation of

event fragm
ents com

ing from
 the R

O
S needs to be clarified

, w
hile other p

ieces of inform
ation

should
 travel on the C

ontrol netw
ork (i.e. standard

 TC
P

/IP on Fast or G
igabit E

thernet).

2.4
C

alibratio
n req

uirem
ents

T
he sub-d

etector calibrations are another im
portant source of data for the experim

ent. D
epend

-
ing on each sub-detector and

 on each type of calibration, the d
ata m

ay flow
 from

 the front-end
electronics, through the R

O
D

s, to the R
O

D
 C

rate C
ontroller or to the sam

e d
ata flow

 elem
ents

used
 du

ring the norm
al d

ata taking, i.e. to the R
O

S and
 up

 to the Su
b-Farm

 O
utp

ut.

T
his section presents a very condensed

 view
 of the calibrations of the electronics or of the refer-

ence system
s for the sub-d

etectors (e.g. the Tilecal L
A

SE
R

 system
). T

he in situ calibration of the
d

etector w
ith ded

icated
 physics channels are instead

 treated in C
hapter

4.
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T
he aim

 of this section is not to d
escribe in detail each sub-d

etector calibration, but rather to in-
d

icate w
hen the d

ata w
ill flow

 throu
gh the D

ata A
cquisition infrastructure, how

 frequ
ently, and

the am
ou

nt of d
ata produ

ced
. O

nly a partial view
 can be given ow

ing to the current status of
the calibration strategy elaborated

 by each su
b-d

etector.

M
ost of the calibrations are d

ed
icated

 to the characterization of the sub-d
etector m

od
ules via

com
p

arator threshold
 scans (e.g. SC

T, P
ixel, and

 T
R

T
), or of the read-out electronics w

ith injec-
tion of reference charges to check the am

plitud
e and the tim

ing of the outp
ut signals (e.g. SC

T,
P

ixel, TR
T, L

A
r, and

 Tilecal).

In other situ
ations real physics data are needed

 for exam
p

le for the tim
ing adjustm

ent of the on-
cham

ber electronics (M
uon M

D
Ts).

M
ost of the calibrations requ

ire ded
icated

 runs, but there are calibrations that are p
erform

ed
w

hile taking d
ata in p

hysics m
od

e, d
uring the assigned LH

C
 em

pty bunches (e.g. the Tilecal
L

A
SE

R
 system

). Som
e other calibrations do not interact w

ith D
A

Q
 and

 w
ill m

ake use of d
ed

i-
cated

 d
ata-acquisition system

s: the Tilecal C
s sou

rce system
, the SC

T
 and

 the M
D

T
 alignm

ent
system

s.

T
he u

se of the D
A

Q
 D

ataflow
 infrastructure (high band

w
id

th and
 su

bstantial com
p

uting pow
-

er) for som
e of the calibrations has not yet been d

ecided
. H

ow
ever given the am

ount of d
ata

p
rod

uced
 and

 the com
puting pow

er required
 for calcu

lation, it seem
s to be the only possible

choice. T
his is for exam

ple the case of the L
A

r ‘technical calibrations’ in w
hich all the sam

p
les

are sent ou
t from

 the R
O

D
s, prod

ucing about 50
G

byte of data to be treated
. In this case, a clear

solu
tion com

es from
 send

ing the d
ata to a d

ed
icated

 E
vent Filter processing task [2-7]. Table

2-6
sum

m
arizes the current view

 on the sub-detector calibrations, elaborated
 initialy from

 the vari-
ou

s talks held
 d

u
ring the D

IG
 Forum

s [2-9].

2.5
D

C
S

 param
eters

D
C

S d
eals w

ith tw
o categories of param

eters: inp
ut param

eters, w
hich are used

 to set up both
the D

C
S itself and

 the d
etector hard

w
are, and outpu

t p
aram

eters, w
hich are the values of the

m
easu

rem
ents and

 the statu
s of the hard

w
are of the experim

ent. For the first class, the A
T

L
A

S

Tab
le

2-5  M
onitoring m

atrix

S
o

u
rce

D
estinatio

n
R

O
D

/R
O

B
R

O
S

S
F

I
Trig

ger p
ro

cesso
rs

P
rivate W

S
 in

 
C

o
n

tro
l R

oo
m

• event fragm
ents

( ~
5

M
byte/

s ?)
• histogram

s, scalers, 
files, num

bers from
 

operational m
oni-

toring (several 
G

byte once every 
hour)

• event fragm
ents 

(som
e hu

ndreds 
of M

byte/s)
• histogram

s (few
 

M
byte/

s, surges 
of ~6

G
byte every 

hou
r)

• histogram
s 

(som
e tens of 

M
byte/s)

•
 histogram

s (som
e 

M
byte/

s)

O
n

lin
e F

arm

• calibration d
ata 

(M
u

ons, size not yet 
fully d

ecid
ed

• if not d
one at SFI 

level (sam
e load

)
• events
• calibration 

d
ata (several 

tens of M
byte 

once a d
ay)

•
 rejected

 events
( ≤

1%
 of the total 

band
w

id
th)
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w
id

e configuration d
atabase (C

onfD
B

) w
ill be u

sed
 and the second

 class w
ill be stored

 in the
A

T
LA

S cond
itions d

atabase (C
ondD

B
).

Tw
o d

ifferent typ
es of set-u

p p
aram

eters are needed
 by D

C
S: static data d

efining hard
w

are and
softw

are of the D
C

S set-up, and variable d
ata d

escribing the operation of the d
etector. T

he D
C

S
read

-out chain, w
hich is d

escribed in detail in C
hapter

11, com
p

rises the sup
ervisory P

C
s of the

B
ack-E

nd
 and Front-E

nd
 d

evices w
ith their ind

ivid
ual channels. T

his set-up w
ill change only

very infrequ
ently, i.e. only at tim

es of hardw
are re-configuration like replacem

ent of broken
equ

ipm
ent or ad

d
ition of new

 d
evices. T

he associated
 d

ata volu
m

e is large becau
se of the very

m
any separate system

s and
 the very high num

ber of channels to be configured: of the ord
er of

250
000. H

ow
ever, a high d

ata transfer rate is not requ
ired as the operations are not tim

e-critical
and

 w
ill norm

ally be perform
ed

 d
uring shutdow

n period
s.

T
he variable d

ata are used to configu
re the sub-d

etectors for the operation. D
epend

ing on the
beam

 conditions of the LH
C

, d
ifferent sets of operational param

eters are needed
 for som

e p
arts

of the d
etector. A

lso the d
ifferent types of D

A
Q

 runs require different operational param
eters.

Tab
le

2-6  S
um

m
ary table of som

e of the sub-detector calibrations.

D
etector 

C
alib

ration

M
ay 

req
u

ire 
D

ataF
lo

w
D

ed
icated

 
ru

n
D

u
rin

g
 

P
hysics

C
om

m
en

ts

S
C

T
M

od
u

le characteristic
N

o
Yes

N
o

Typ
ical

M
od

u
le characteristic

Yes
Yes

N
o

Sophisticated

R
O

D
 settings

N
o

N
o

Yes
M

onitoring

D
etector alignm

ent
N

o
Yes

N
o

Sep
arate D

A
Q

D
etector alignm

ent
Yes

N
o

Yes
R

eal d
ata

T
R

T
Setup

 calibration tim
ing

Yes
Yes

N
o

Setup
 calibration noise

N
o

Yes
N

o

X
-check calibration T

P
 

tim
e d

elay
Yes

Yes
N

o

X
-check calibration T

P
 

am
plitu

d
e

N
o

Yes
N

o

P
ixel

M
od

u
le characteristics

N
o

Yes
N

o

Tim
ing

Yes
N

o
Yes

R
eal d

ata

L
A

r
Stand

ard
 calibration

N
o

Yes
?

C
alcu

lations in 
R

C
C

: 50
M

byte

Technical calibration
Yes

Yes
?

50
G

byte

T
ilecal

C
s sou

rce
N

o
Yes

N
o

D
ed

icated
 D

A
Q

L
A

SE
R

Yes
Yes

Yes
D

ed
icated

 ru
ns +

 
d

u
ring em

p
ty 

bu
nches

C
harge injection

Yes
Yes

Yes
D

ed
icated

 ru
ns +

 
d

u
ring em

p
ty 

bu
nches
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A
ll these sets of d

ynam
ic configuration d

ata are load
ed

 at boot-up
 tim

e into the relevant D
C

S
station. This op

eration is therefore also not tim
e-critical. D

uring ru
nning of A

T
L

A
S, up

dates of
subsets m

ay be needed
, hence access to the C

onfD
B

 is required
 at all tim

es and
 it is im

p
ortant to

guarantee the consistency of the d
ata betw

een the d
atabase and

 the ru
nning su

b-d
etector sys-

tem
s.

T
he outp

ut data of D
C

S are the m
easurem

ents of the operational p
aram

eters of the detector and
the infrastructure of the exp

erim
ent, and

 also the conditions and
 statu

s of system
s external to

A
T

L
A

S (see Section
11.9), m

ost notably the L
H

C
 accelerator. Som

e of these data are d
irectly

u
sed

 in the offline p
hysics analysis, e.g. as calibration for d

etector elem
ents, and hence need to

be stored in the C
ond

D
B. A

lso the rem
aind

er of the D
C

S d
ata, w

hich at first glance has no d
irect

influ
ence on the p

hysics analyses, has to be stored in the C
ond

D
B. It m

ay be necessary to corre-
late it w

ith the event d
ata in ord

er to u
nd

erstand
 the behaviour of the d

etector. M
u

ch of this
d

ata is stru
ctu

red
 in very sm

all entities; it essentially consists of the triplet definition, tim
e, and

value. T
he u

pd
ate frequency can be tuned

 ind
ividu

ally and
 m

any qu
antities need

 only be
stored

 w
hen they change by m

ore than a fixed
 threshold

. N
evertheless the total d

ata volum
e is

high and
 m

ay reach 1
G

byte p
er d

ay. This data can be sent to the C
ond

D
B asynchronou

sly, i.e. it
can be held

 for sm
all period

s of tim
e w

ithin D
C

S.

2.6
R

eferen
ces 

2-1
A

T
LA

S Inner D
etector Technical D

esign R
eport, C

E
R

N
/

L
H

C
C

 97-16 (1997)

2-2
A

T
LA

S P
ixel D

etector Technical D
esign R

eport, C
E

R
N

/
L

H
C

C
 98-13 (1998)

2-3
A

T
LA

S Liquid A
rgon C

alorim
eter Technical D

esign R
eport, C

E
R

N
/

L
H

C
C

 96-41 (1996)

2-4
A

T
LA

S Tile C
alorim

eter Technical D
esign R

eport, C
E

R
N

/
L

H
C

C
 96-42 (1996)

2-5
A

T
LA

S M
uon Spectrom

eter Technical D
esign R

eport, C
E

R
N

/
L

H
C

C
 97-22 (1997)

2-6
A

T
LA

S First Level Trigger Technical D
esign R

eport, C
E

R
N

/
L

H
C

C
 98-14 (1998)

2-7
3rd A

T
LA

S R
O

D
 W

orkshop, http
:/

/
w

w
w

lap
p

.in2p
3.fr/

R
O

D
2002/

,
http

:/
/

agen
d

a.cern.ch/
fu

llA
gen

d
a.p

h
p

?id
a=

a021794 (2002)

2-8
A

T
LA

S Technical C
o-ordination Technical D

esign R
eport, C

E
R

N
/

L
H

C
C

 99-01 (1999)

2-9
A

T
LA

S Technical C
o-ordination, D

etector Interface G
roup, D

IG
 Forum

s,
http

:/
/

atlas.w
eb.cern.ch/

A
tlas/

G
R

O
U

P
S/

D
A

Q
T

R
IG

/
D

IG

A
T

LA
S
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3
S

ystem
 O

peration
s

3.1
Intro

du
ctio

n

T
his chap

ter describes how
 the TD

A
Q

 system
 w

ill be u
sed

. W
hile the m

ain use of the A
T

L
A

S
T

D
A

Q
 system

 naturally refers to the periods of d
ata taking, there are also operational asp

ects
related to those p

eriod
s of tim

e w
hen the L

H
C

 m
achine is off.

T
he chap

ter starts w
ith a definition of w

hat cond
itions have to be m

et in ord
er for T

D
A

Q
 to per-

form
 certain operations: for instance w

hat cond
itions have to be m

et in ord
er to take data from

the d
etector. T

he d
efinitions are given in term

s of relationships betw
een system

 states.

A
 large part of the chap

ter is d
ed

icated
 to d

efining the data taking p
eriod

, the run. In particular
it d

iscusses the d
ifferent types of ru

n, w
hat operations are defined

 du
ring a run and the transi-

tions betw
een one ru

n and another.

T
he requirem

ent for the TD
A

Q
 system

 to su
pport m

ultiple concu
rrent runs on d

ifferent parts of
the d

etector, p
artitions, is discu

ssed next. 

3.2
TD

A
Q

 states

In the context of the A
T

L
A

S experim
ent, op

erations involve three m
ain actors: the A

T
L

A
S de-

tector (the d
etector for short in the follow

ing), the LH
C

 m
achine and

 the TD
A

Q
 system

. The
high-level operation of the experim

ent, and
 the relationships betw

een the m
ain actors defined

above, are d
escribed in term

s of states. A
 state is a concep

t w
hich sum

m
arises w

hat a p
art of the

experim
ent is capable of d

oing at a certain point in tim
e. States are also u

seful to d
escribe how

actors relate one to another. T
he further develop

m
ent of the concep

t of states, their refinem
ent

in term
s of sub-states and

 their d
etailed

 relationships, is the su
bject of C

hap
ter

12.

T
hree m

ain states are u
seful to describe the w

ay TD
A

Q
 can op

erate:

•
Initial: in this state the T

D
A

Q
 system

 is not capable of perform
ing any usefu

l operation
for the experim

ent (apart from
 being able to com

m
u

nicate w
ith the sub-system

s for the
p

urp
ose of initialization and

 configuration). T
he only operations allow

ed
 on T

D
A

Q
 are

those w
hich bring it to a situ

ation w
here d

ata taking can be perform
ed

 (see below
). T

his
m

ay be the state into w
hich T

D
A

Q
 is for exam

ple after a pow
er failure, or T

D
A

Q
 m

ay re-
vert to this state in ord

er to re-initialise large parts of A
T

L
A

S.

•
C

onfigu
red

: in this state the TD
A

Q
 system

 is read
y, provid

ed other cond
itions are m

et
(for exam

p
le related

 to the d
etector or the L

H
C

 m
achine), to initiate a d

ata taking session.
T

his m
eans that the various parts and

 com
ponents have been prop

erly initialised and set.
For the pu

rpose of detailing the initialisation proced
ures, the configured

 state m
ay be

reached by m
eans of interm

ed
iate states, related

 for instance to load
ing softw

are into
p

rocessors, configu
ring com

ponents, etc.

•
R

u
nning: in this state the T

D
A

Q
 system

 is taking d
ata from

 the d
etector. 

For the pu
rpose of the global op

eration of the experim
ent, tw

o states are associated to the d
etec-

tor:
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•
R

ead
y: the detector can be u

sed
 for d

ata taking.

•
N

ot R
eady (or R

ead
y ): the d

etector cannot be u
sed

 for data taking.

T
hree states m

ay also sum
m

arise, for the p
urpose of op

erating T
D

A
Q

, the cond
itions of the

L
H

C
 m

achine:

•
Stable-Beam

s: the L
H

C
 m

achine is in a cond
ition w

hich allow
s safe operation of the d

e-
tector and

 beam
s are available to prod

uce p
hysics events.

•
D

etector-Safe: the L
H

C
 m

achine is in a cond
ition w

hich allow
s safe operation of the d

e-
tector and

 beam
s are not available.

•
N

on Stable-B
eam

s (Stable-B
eam

s ): the L
H

C
 m

achine is not in a cond
ition w

hich allow
s

operation of the A
T

L
A

S d
etector.

T
he d

iagram
s of Figu

re
3-1 ind

icate the inter-relationships of the d
etector, m

achine and
 TD

A
Q

states both for stable and non-stable beam
 cond

itions.  

3.3
Th

e ru
n

3.3.1
R

u
n d

efinition

A
 run is d

efined
 as a p

eriod
 of data taking in a T

D
A

Q
 p

artition w
ith a defined

 set of stable con-
d

itions (as d
efined in C

hapter
1) related

 to qu
ality of physics. 

W
hilst it is d

ifficult to give today an exhau
stive list of changes in running cond

itions that w
ill

force the starting of a new
 run, a num

ber of item
s com

e im
m

ed
iately to m

ind
: the param

eters
d

efining or affecting the selectivity of the triggers (LV
L

1, LV
L

2 and
 EF); the set of su

b-d
etectors

participating to the T
D

A
Q

 partition, the op
erational param

eters of sub-detectors. A
 m

od
ifica-

tion of any of the above conditions forces a new
 ru

n, that is the events follow
ing the change of

the cond
itions are tagged w

ith a new
 run num

ber.

C
ond

itions w
hose change force a new

 ru
n are stored

 in a cond
itions database, w

hose contents
are saved

 to perm
anent storage p

rior to the start of a new
 ru

n.

F
ig

u
re

3-1  Inter-relationship of the detector, m
achine and T

D
A

Q
 states for stable and non-stable bean condi-

tions

G
et ready

S
ta

rt p
hysics data_taking

O
perator

O
perator

O
perator

L
H

C
 co

n
d

itio
n

:
D

etecto
r-safe

L
H

C
 co

n
d

itio
n

:
D

etecto
r-safe

D
C

S
: S

tan
d

-b
y

D
C

S
: S

tan
d

-b
y

D
C

S
: R

ead
y

D
C

S
: R

ead
y

T
D

A
Q

: C
o

n
fig

u
red

T
D

A
Q

: C
o

n
fig

u
red

T
D

A
Q

: R
u

n
n

in
g

T
D

A
Q

: R
u

n
n

in
g

L
H

C
 co

n
d

itio
n

: 
S

tab
le B

eam
&

 C
o

llisio
n

s

L
H

C
 co

n
d

itio
n

: 
S

tab
le B

eam
&

 C
o

llisio
n

s
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C
hanges w

hich d
o not force a new

 ru
n inclu

de, for exam
ple, the rem

oval or the insertion of
p

rocessors or the d
isabling of FE

 channels (insofar as the physics is not affected
) 1. T

hose chang-
es w

hich d
o not force a new

 run num
ber m

ay not be stored
 in the conditions d

atabase. The
change m

ay be entered for exam
ple in an electronic experim

ent logbook if it affects the p
erform

-
ance of the TD

A
Q

 system
 (e.g. rem

oval of an EF processor) or tagged
 into the event if it affects

the d
ata from

 the d
etector. A

s an exam
p

le of the latter: the rem
oval of a detector or D

A
Q

 buffer
m

ay be flagged
 by appropriately setting a ‘quality flag’ in the fragm

ent head
er.

A
 ru

n, w
hen cond

itions d
o not change, m

ay extend throu
ghou

t an entire m
achine fill.

3.3.2
R

u
n Id

en
tificatio

n

T
he ru

n nu
m

ber uniquely identifies a run (tod
ay it is a 32-bit nu

m
ber); it associates an event to

a set of stable cond
itions. A

 run num
ber is u

niqu
e and

 is never re-u
sed

 d
uring the lifetim

e of the
experim

ent. A
 ru

n nu
m

ber is generated
 by a central service.

T
he p

roposed m
echanism

 to tag events w
ith the ru

n nu
m

ber is based
 on the d

istribution of the
ru

n num
ber (at the beginning of a ru

n) to the R
O

D
 crate controllers. The R

O
D

s w
ill then insert

the run num
ber into the fragm

ent head
er for each event.

A
ny event fragm

ent is partly id
entified, anyw

here in the system
, by its associated

 run num
ber.

3.3.3
E

ven
t id

en
tificatio

n

U
p

 to acceptance by LV
L

2 (or event build
ing in the case of a p

artition w
ithou

t LV
L

2) an event is
id

entified
 by an extend

ed
 (32-bit) LV

L1 ID
 (L

1ID
, generated by LV

L
1 as a 24-bit nu

m
ber and ex-

tend
ed to 32

bits).

A
 G

lobal Event N
um

ber (G
ID

) uniquely id
entifies an event, accep

ted
 by the LV

L
2 trigger, w

ith-
in a run. It is generated

 by a central elem
ent (the D

FM
) after the LV

L
2 d

ecision and
 it is m

ad
e

available, to be inserted
 into the event, to the elem

ent resp
onsible for build

ing the fu
ll event (the

SFI).

T
herefore an event, d

uring the lifetim
e of A

T
L

A
S, is uniquely id

entified by the pair of 32-bit
num

bers consisting of the run num
ber and

 the G
lobal E

vent N
u

m
ber.

3.3.4
P

erfo
rm

ance requ
irem

ent

T
he A

T
L

A
S T

D
A

Q
 system

 is required
 to m

inim
ise its contribu

tion to the experim
ent d

ow
n

tim
e; although a qu

antitative definition of this requ
irem

ent is not yet available, one can antici-
p

ate that the exp
erim

ent d
ow

n tim
e d

ue to T
D

A
Q

 m
ust be w

ell below
 1%

. 

T
here are tw

o contribu
tions to system

 d
ow

n-tim
e w

hich are relevant to the su
bject of this chap-

ter:

1.
For exam

ple the nu
m

ber of FE
 channels (or R

O
B

s) w
hich can be rem

oved
 from

 the read
-out w

ithout af-
fecting the p

hysics is bound
ed

 by som
e threshold w

hich is sub-d
etector dep

end
ent. W

hen the am
ou

nt
of u

navailable read
-ou

t exceed
s the threshold

, the p
hysics is affected

 and
 the ru

n shou
ld

 be stopp
ed.
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•
the tim

e spent by the system
 to initiate (start) or term

inate (stop) a ru
n, and

•
the dow

n tim
e w

hen cop
ing w

ith m
alfu

nctioning T
D

A
Q

 com
ponents.

T
he tw

o contributions above have an im
p

ortant im
pact on:

•
how

 a run is d
efined, that is w

hich configuration and
 param

eter changes force a new
 run

and
 w

hich
 changes do n

ot force a new
 run, 

•
how

 the transition betw
een runs shou

ld
 be im

p
lem

ented, and 

•
how

 fau
lts should

 be handled
 d

uring a ru
n.

3.3.5
C

ateg
ories o

f run
s

A
 d

ata taking session on the A
TL

A
S d

etector m
ay be started

 for d
ifferent pu

rposes. A
 broad cat-

egorization of different types of runs follow
s.

P
hysics run:  to record event d

ata from
 the d

etector for the purpose of physics analysis. T
he par-

ticipating actors in this kind of ru
n are: all or part of the A

T
LA

S d
etector, a fully fu

nctional (i.e.
inclu

ding the high level triggers) T
D

A
Q

, the D
C

S, the LH
C

 m
achine, and

 the LV
L

1 trigger (in-
clu

ding the C
entral Trigger Processor).

D
etector calibration w

ith beam
s : to calibrate (p

art of) an A
T

L
A

S sub-d
etector using d

ata p
ro-

d
uced by the LH

C
 beam

 in the su
b-detector. T

he participating actors are a sub-set of those relat-
ed

 to the p
hysics run above: a su

b-set of the A
T

LA
S detector (a sub-d

etector partition, a
com

plete sub-d
etector or som

e com
bination of sub-d

etectors), the LH
C

 m
achine in ‘stable

beam
’ state, the first level trigger (see below

) but not the high level triggers. H
ow

ever one can
anticipate that the event filter infrastru

ctu
re (e.g. a sub-set of the event filter farm

) w
ill be used

for the p
urp

ose of ru
nning calibration softw

are at the level of the com
plete event. A

s regard
s

the first level trigger, the prop
er su

b-set of the T
TC

 system
 and the Local Trigger Processor for

the sub-d
etector in qu

estion w
ill be part of the d

ata taking sub-system
 (a TD

A
Q

 partition as d
e-

fined in Section
3.4).

D
etector calibration w

ithout beam
s: this typ

e of run needs the sam
e actors as for detector cali-

bration w
ith beam

s above. T
here are tw

o m
ain d

ifferences, how
ever: the L

H
C

 m
achine has to be

in a ‘d
etector safe’ state, i.e. such that the d

etector m
ay be safely sw

itched
 on, and (d

epend
ing

on the detector being calibrated) the com
plete T

D
A

Q
 fu

nctionality, or only the D
C

S fu
nctionali-

ty m
ay be needed

. 

(Sub-)D
etector com

m
issioning : a type of ru

n intend
ed to p

ut a su
b-detector (and

 eventually the
w

hole A
T

L
A

S d
etector) into an op

erational state. This m
ay includ

e also the initial ru
n w

ith cos-
m

ic rays. T
his typ

e of run is sim
ilar to a calibration run w

ith the exception that a ‘stable beam
’

state for the L
H

C
 m

achine is em
u

lated
, in the case the L

H
C

 m
achine is not yet available. T

he
high level triggers, as w

ell as the C
entral Trigger Processor, m

ay be part of a com
m

issioning-like
run, e.g. du

ring the com
m

issioning stage of the experim
ent.

T
he categories of runs above refer to the w

ay the T
D

A
Q

 system
 is globally set up for d

ata tak-
ing. C

alibration during a physics run  is also required. T
his refers to a T

D
A

Q
 system

, set for a
‘physics run’, w

hich also d
eals w

ith special triggers, su
ch as calibration triggers fired

 by a su
b-

d
etector d

uring em
pty L

H
C

 bunches. T
hese special triggers are m

arked
 as su

ch, i.e. identified
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by a prop
er trigger type, and

 are d
ealt accord

ingly by the T
D

A
Q

 system
: for exam

p
le a calibra-

tion trigger is alw
ays accepted

 by LV
L

2 and
 m

ay be rou
ted

, by the Event B
uilder, to a specific

E
vent Filter sub-farm

 for the purpose of being treated
 by d

ed
icated

 softw
are.

3.3.6
O

p
eratio

ns du
rin

g a R
u

n

A
 T

D
A

Q
 ru

n is bracketed by tw
o com

m
and

s: one to start it and one to stop
 it (in the follow

ing
referred

 to as ‘Start’ and
 ‘Stop

’).

S
tart : the T

D
A

Q
 system

 is in the ‘configured
’ state (Section

3.2), the com
m

and
 is distribu

ted to
all the T

D
A

Q
 elem

ents. A
ny TD

A
Q

 elem
ent perform

s its ow
n ‘run start’ sequence and then

com
p

letes the transition to the ‘running’ state. W
hen all the T

D
A

Q
 elem

ents have com
pleted

their transition to the ‘running’ state, the T
D

A
Q

 system
 as a w

hole enters the ‘running’ state. A
t

this p
oint the first level trigger is enabled

 and
 events m

ay start to flow
 in the system

.

Stop : first the LV
L

1 triggers are d
isabled

, then the com
m

and
 is d

istribu
ted

 to all the T
D

A
Q

 ele-
m

ents, each of them
 com

pletes its task in an ord
erly w

ay, in p
articu

lar each elem
ent com

pletes
the processing of all the events in its queu

es and
 optionally prod

u
ces an ‘end

 of ru
n’ sum

m
ary.

U
p

on com
pletion of its task, the TD

A
Q

 elem
ent re-enters the ‘configured

’ state. W
hen all the

T
D

A
Q

 elem
ents have com

pleted
 their transition to the stopped

 state, the T
D

A
Q

 system
 as a

w
hole enters the stop

ped
 state.

A
 need

 is foreseen for a ‘P
au

se’ com
m

and
 to interrup

t data taking in ord
er to p

erform
 som

e op-
eration on the d

etector that w
ill not force a new

 ru
n. T

his cou
ld

 involve changes before LV
L

1
triggers are generated

. T
he global system

 state associated
 to the tem

porary interrup
tion of a run

is called
 ‘Pau

sed
’.

Tw
o com

m
ands are available to respectively enter and

 exit the Paused
 state: pause  and

 contin-
ue. P

au
se and

 continu
e com

m
ands m

ay be issued
: by an operator or by softw

are (viz. an exp
ert

system
).

P
ause : w

hen the com
m

and
 is issued

 the LV
L

1 triggers are blocked, by raising the global busy
signal. A

ll T
D

A
Q

 elem
ents are issu

ed w
ith P

ause com
m

and. E
ach elem

ent w
ill execu

te it locally
as soon as the hand

ling of the current event is term
inated

 (i.e. T
D

A
Q

 elem
ents w

ill not em
pty

their buffers before entering the paused state.) T
D

A
Q

 com
pletes the transition to P

aused
 as

soon as all the T
D

A
Q

 elem
ents have entered the Pau

sed
 state.

C
ontinue : w

hen the continu
e com

m
and is issu

ed: all T
D

A
Q

 elem
ents are issued

 the continue
com

m
and

, each elem
ent retu

rns to the running state. T
D

A
Q

 com
pletes the transition to the ru

n-
ning state as soon as all the T

D
A

Q
 elem

ents have returned
 to the ru

nning state. A
t this p

oint
LV

L1 triggers are u
nblocked

.

A
nother sp

ecial com
m

and
 w

ill be available for a running T
D

A
Q

 system
, the A

bort com
m

and
.

T
his com

m
and

 is reserved
 for very sp

ecial cases and
 it entails a fast term

ination of the run; for
exam

p
le T

D
A

Q
 elem

ents w
ill not com

plete the p
rocessing of events in their bu

ffers.

3.3.7
Tran

sitio
n betw

een
 R

un
s

P
rior to the start of a ru

n, or as the im
m

ed
iate consequence of a run stop com

m
and, the LV

L
1

B
usy is asserted

. T
he LV

L
1 Bu

sy is rem
oved

 up
on the transition to the running state. T

his latter
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im
p

lies that all 1 T
D

A
Q

 elem
ents have com

pleted
 their local execution of the ru

n start com
-

m
and

.

T
he com

pletion of a ru
n is also a process w

hich need
s synchronous local p

rocessing of all 1. the
T

D
A

Q
 elem

ents: they receive the stop com
m

and, com
plete the processing of the contents of

their buffers, p
rod

uce end of run statistics etc. and
 leave the running state.

In add
ition to the ru

n control com
m

and
, w

hich signals a T
D

A
Q

 elem
ent w

hen a run is request-
ed

 to com
plete, a m

echanism
 is necessary to d

eterm
ine w

hen the last fragm
ent or event of the

term
inating run has been processed

. T
his m

echanism
 cannot be part of the ru

n control as it is
tightly related to the flow

 of the event d
ata in the detector front-end

 buffers and
 in the TD

A
Q

system
. A

 tim
e-out w

ill be u
sed

 for this p
urp

ose: a TD
A

Q
 elem

ent w
ill consid

er that the last
event has been processed

 w
hen 1) it has received

 the ‘stop ru
n’ com

m
and

 and
 2) it has not re-

ceived
 events for a certain tim

e (for exam
p

le a tim
e of the ord

er of 10 second
s).

T
he transition betw

een tw
o runs (i.e. stopp

ing the previous and starting the next) includ
es tw

o
potentially tim

e consu
m

ing processes:
•

the com
p

letion of the processing of the contents of all the fragm
ent/event bu

ffers in the 
system

: front-end
 buffers, R

O
D

s, R
O

B
s, LV

L
2 and

 E
F nod

es;

•
the synchronisation of all 1 the T

D
A

Q
 elem

ents to com
plete the transition stopped

/
ru

nning or running/stopp
ed. T

hat is, before the T
D

A
Q

 p
artition m

ay com
plete a state 

transition, all 1. the T
D

A
Q

 elem
ents have to have com

pleted
 the transition locally.

U
nder certain conditions the valu

es of som
e param

eters such as LV
L

1 trigger m
asks, threshold

s
and

 pre-scaling factors or su
b-d

etector calibration operating param
eters, m

ay need
 to change

relatively often, m
aybe several tim

es per m
achine fill, w

ith each change forcing a new
 run. 

T
his could

 hap
pen in the case of calibration ru

ns, w
hen som

e d
etector operating p

aram
eter m

ay
be required to change frequ

ently.

In these cases the transition betw
een ru

ns as defined
 in Section

3.3.6 is not adequate in term
s of

the potentially long T
D

A
Q

 system
 d

ow
n tim

e. A
 m

ore efficient transition betw
een runs is re-

quired
 and

 w
e d

efine:

C
heckpoint

a transition in a ru
nning T

D
A

Q
 system

, triggered
 by a change in conditions or by an op-

erator, w
hich 1) resu

lts in the follow
ing events to be tagged

 w
ith a new

 run num
ber and

2) d
oes not need

 the synchronisation, via run control start/stop com
m

and
s, of all TD

A
Q

elem
ents.

T
he checkp

oint transition is intended
 for those changes in cond

itions w
hich require that events

be correlated
 to the new

 conditions via a new
 ru

n num
ber bu

t the change has a light im
p

lication
on m

ost of T
D

A
Q

. It is a m
echanism

 to associate a new
 run nu

m
ber to events characterised

 by
new

 conditions w
ith m

inim
al synchronisation w

ithin T
D

A
Q

. 2

1.
It m

aybe envisaged
 that, in the case of the L

V
L

2 and
 the EF, only a (to be d

efined
) percentage of the farm

needs to su
ccessfu

lly perform
 the transition. T

he rest m
ay d

o it ‘in the background
’ and join the new

 ru
n

afterw
ard

s.

2.
It should

 be noted
 that, for a transient tim

e, events belonging to m
ore than one ru

n cou
ld

 be sim
u

ltane-
ou

sly present in the system
. In p

articu
lar given that LV

L
2 accep

ts are not tim
e ord

ered, an E
F nod

e
m

ight have to p
rocess events belonging to tw

o (or in princip
le even m

ore) d
ifferent runs.
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A
 checkpoint transition is started au

tom
atically by the T

D
A

Q
 control system

 w
hen certain con-

d
itions are m

od
ified

; it m
ay also be initiated

 m
anually by an operator or autom

atically by som
e

other softw
are com

ponent (viz. an exp
ert system

). T
he level-1 triggers are blocked

 up
on enter-

ing the checkpoint transition and
 re-enable prior to com

p
leting the checkp

oint transition. 

T
he m

ain feature of the checkpoint transition is the fact that events keep flow
ing in the system

continu
ously. T

herefore a m
echanism

 is needed
 for a T

D
A

Q
 elem

ent to d
etect w

hen the new
ru

n begins. T
hat is w

hen the new
 run num

ber becom
es applicable, w

hen the G
lobal E

vent ID
shou

ld
 be reset to 0 and w

hen a TD
A

Q
 elem

ent shou
ld p

erform
 run com

pletion processing and
the initialisation necessary for a new

 run (for exam
p

le a LV
L2 processor m

ay requ
ire to read

 the
new

 cond
itions). T

he run nu
m

ber m
ay be used for this pu

rpose, i.e. a T
D

A
Q

 elem
ent recognises

a new
 run w

henever a p
iece of d

ata (fragm
ent or full event) is tagged

 w
ith a new

 run num
ber.

T
D

A
Q

 elem
ents m

ay therefore p
erform

 the ‘transition’ from
 the old

 to the new
 ru

n at their ow
n

p
ace and tim

e. It is rem
arked

 that the sam
e m

echanism
 is also applicable to analysis and

 m
oni-

toring softw
are d

ealing w
ith a statistical sam

ple of the event d
ata: e.g. a m

onitoring program
recognises a new

 ru
n w

henever it sam
p

les an event w
ith a new

 ru
n nu

m
ber (w

ith the caveat
that, as for E

F processing units, program
s sam

p
ling events after LV

L
2 m

ight have to hand
le

events belonging to m
ore than one ru

n).

3.4
P

artition
s an

d related o
peration

s

A
 list of the d

ifferent w
ays the T

D
A

Q
 system

 m
ay be subd

ivid
ed follow

s; each d
efinition

correspond
s to a specific function [3-2].

•
T

T
C

 P
artition

. A
 T

T
C

 partition includ
es a p

art of the T
TC

 system
 and

 a corresponding
part of the R

O
D

-BU
SY

 feed
back tree. A

 T
T

C
 partition corresponds to a single T

TC
vi

m
od

ule. T
he concept of a T

TC
 p

artition is alread
y present in the LV

L
1 system

 [3-3].

•
T

D
A

Q
 resou

rce . A
 T

D
A

Q
 resou

rce is the sm
allest part of the A

T
L

A
S T

D
A

Q
 system

w
hich can be individ

u
ally d

isabled
 (m

asked ou
t of the A

T
L

A
S T

D
A

Q
), and

 possibly
enabled

, w
ithout stopping the data taking p

rocess. A
 single R

O
B and

 a single H
LT

processing u
nit are exam

p
les of T

D
A

Q
 resources.

•
T

D
A

Q
 segm

en
t . A

 T
D

A
Q

 segm
ent is d

efined
 as the sm

allest set of T
D

A
Q

 system
elem

ents that can be configured and
 controlled

1 ind
ependently from

 the rest of the
TD

A
Q

 system
. A

 T
D

A
Q

 segm
ent m

ay be d
ynam

ically rem
oved from

 /
 inserted

 into an
active TD

A
Q

 p
artition w

ithout stop
ping the run. A

n event filter sub-farm
 and a single

R
O

D
 crate are exam

ples of T
D

A
Q

 segm
ents.

•
T

D
A

Q
 p

artition
. It is a sub-set of the A

TL
A

S TD
A

Q
 system

 for the pu
rpose of d

ata
taking.The full fu

nction of the A
T

L
A

S T
D

A
Q

 is available to a su
b-set of the A

T
L

A
S

detector. 
T

he 
d

ata 
taking 

from
 

the 
L

A
r 

E
M

B
 

A
 

sub-d
etector, 

includ
ing 

the
corresp

ond
ing T

TC
 partition, the read

-ou
t associated to the E

M
B

 A
 sub-d

etector, part
of the event filter sub-farm

 (to run e.g. calibration softw
are) constitu

tes an exam
ple of

TD
A

Q
 partition.

T
he last three d

efinitions introdu
ce three indep

end
ent concep

ts for the A
T

LA
S T

D
A

Q
 system

:
resou

rces 
can 

be 
d

isabled
, 

segm
ents 

can 
be 

rem
oved

 
and

 
operated 

ind
ep

end
ently, 

and
p

artitions are fu
lly functional T

D
A

Q
 system

s running on a su
b-set of the A

T
LA

S d
etector. The

1.
T

hat is the segm
ent is cap

able of receiving com
m

and
s from

 the T
D

A
Q

 control system
.
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w
ord

 ‘sm
allest’ is the key to the clear u

nd
erstand

ing of these concep
ts or definitions. There are

elem
ents w

hich are neither a resource nor a segm
ent (for exam

ple the R
oIB

), therefore the
classification above d

oes not d
efine a hierarchy w

ithin the A
TL

A
S T

D
A

Q
. Ind

eed
 a segm

ent
cannot be a resource insofar as it is not the ‘sm

allest’ elem
ent that can be d

isabled
 (e.g. a su

b-
farm

 can be broken u
p into ind

ivid
ual processors, w

hich are the sm
allest elem

ents that can be
ind

ivid
ually rem

oved
); and a resource cannot be a segm

ent insofar as it cannot be op
erated

ind
ependently. W

ith the exception of the R
O

D
 crate, w

hich m
ay be seen both as a segm

ent and
a partition, a partition cannot be a segm

ent since it is not the ‘sm
allest’ set of T

D
A

Q
 elem

ents
that can be controlled

 indep
end

ently and
 a segm

ent cannot be a partition since, being the
‘sm

allest’ set, it cannot take data.

T
he term

 p
artition  is reserved

 for the concept of a T
D

A
Q

 partition. A
n equ

ivalent form
u

lation
for a TD

A
Q

 partition is that the T
D

A
Q

 system
 m

ust be cap
able of running as m

u
ltip

le (fu
lly

functional 1), possibly concurrent, instances each operating on sub-sets of the A
T

L
A

S d
etector.

T
here is a d

irect correspond
ence betw

een TD
A

Q
 p

artitions and T
T

C
 p

artitions: these latter
d

efine how
 TD

A
Q

 is physically partitionable. For exam
p

le the L
A

r sub-detector has six T
T

C
partitions associated

 to it, hence no m
ore than six ind

ependent TD
A

Q
 partitions m

ay be run
con

cu
rren

tly on the L
A

r d
etector.

T
here exists one T

D
A

Q
 P

artition w
hich covers the w

hole A
TL

A
S T

D
A

Q
 system

. T
hat TD

A
Q

Partition is u
sed

 for physics d
ata taking at the experim

ent. A
 T

D
A

Q
 Partition alw

ays includ
es

som
e FE elem

ents of one or m
ore sub-d

etectors in ord
er to provid

e data
2. A

 T
D

A
Q

 Partition
m

ay stop at the level of one (or m
ore) R

O
D

 crate(s) (R
O

D
 C

rate D
A

Q
), otherw

ise it w
ill alw

ays
inclu

de p
arts of the Event B

uilding and
 p

arts of the E
vent Filter farm

 (i.e. it w
ill alw

ays inclu
d

e
a vertical slice of the D

A
Q

 system
).

T
D

A
Q

 partitions are properly (i.e. such that they result in a system
 w

hich is capable of d
ata tak-

ing) d
efined

 sets of T
D

A
Q

 com
ponents. T

D
A

Q
 p

artitions m
ay be:

•
D

efined: the process of relating together the requ
ired

 TD
A

Q
 com

ponents in ord
er to ob-

tain a runnable system
, inclu

ding the d
efinition of the su

b-set of d
etector read

-ou
t associ-

ated
 to the T

D
A

Q
 partition. The d

efinition process w
ill m

ake sure that the d
efinition of

the TD
A

Q
 partition is consistent (i.e. it contains all that is need

ed). A
t the level of the d

ef-
inition, there is no need for d

ifferent T
D

A
Q

 partitions to be d
isjoint: for exam

p
le tw

o d
if-

ferent T
D

A
Q

 partitions m
ay be defined

 to share parts of TD
A

Q
 (e.g. the read-out or part

of the event filter farm
).

•
A

ctivated
: a d

efined
 T

D
A

Q
 p

artition m
ay be activated

, this m
eans that the T

D
A

Q
 com

po-
nents associated to it are booked

 for use. In this case the system
 w

ill check that the TD
A

Q
partition being activated

 w
ill not require any com

ponent w
hich is already booked by an-

other active T
D

A
Q

 partition. In other w
ord

s TD
A

Q
 partitions are required

 to be ind
e-

pend
ent at the tim

e of activation.

•
D

eactivated
: the booking of the T

D
A

Q
 com

ponents associated
 to the T

D
A

Q
 p

artition is
released. O

ther T
D

A
Q

 partitions that m
ay need

 those elem
ents can at this m

om
ent be ac-

tivated
.

1.
T

hat is the com
plete functionality of the D

A
Q

 system
 is available to ru

n a su
bset of the d

etector.

2.
In one exceptional case, that of the D

A
Q

 p
artition, the T

D
A

Q
 partition m

ay includ
e sim

u
lated

 inp
ut

d
ata instead

 of FE elem
ents.
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•
Joined

: the com
ponents from

 tw
o (or m

ore) existing (i.e. defined
) T

D
A

Q
 p

artitions can be
m

erged together in order to m
ake a larger (i.e. includ

ing m
ore su

b-d
etectors) T

D
A

Q
 par-

tition.

•
Sp

lit: this is the reverse op
eration, w

ith respect to joining T
D

A
Q

 p
artitions. Tw

o, or m
ore,

sm
aller T

D
A

Q
 partitions are created out of an existing one.

It is rem
arked

 that the ‘Join’ and
 ‘Split’ operations d

o not affect the pre-existing T
D

A
Q

 parti-
tions: that is to say those w

hich are m
erged

 and
, respectively, sp

lit. 

3.5
O

p
eration

s o
utside a ru

n

O
utside a run, the operations allow

ed on the TD
A

Q
 system

 fall into tw
o m

ain categories: those
operations w

hich are perform
ed betw

een runs (w
ith or w

ithout the L
H

C
 m

achine on) and
 those

w
hich are perform

ed
 du

ring the L
H

C
 shutdow

n period
. M

ore detail is available in C
hapter

12.

O
perations betw

een runs : they typ
ically fall in the range of initialisation (e.g. firm

w
are load-

ing), configu
ration (e.g. setting u

p of ap
plication param

eter values) and
 partition m

anagem
ent.

O
perations during shutdow

n : there w
ill be the need

 to ru
n the T

D
A

Q
 system

 for calibration,
com

m
issioning and test pu

rposes, and the need
 for continuous operation of the D

C
S system

.

3.6
E

rror han
dlin

g strateg
y

T
he A

T
L

A
S T

D
A

Q
 system

 w
ill consist of a large num

ber of hard
w

are and softw
are elem

ents: a
few

 thou
sand processors, each running possibly several softw

are processes. Tod
ay a m

od
el for

the M
ean Tim

e To Failu
re (M

T
TF) of the full T

D
A

Q
, or any of its com

ponents, is not available.
H

ow
ever it is safe to assu

m
e that m

alfunctioning
1 in a system

 of such a size m
ay happen at a

non negligible rate. U
nd

er this assu
m

p
tion and

 taking into account the requirem
ent of

m
axim

ising the T
D

A
Q

 up
-tim

e, a tw
o-pronged

 strategy to ad
d

ress fau
lts in the system

 is
p

resented
. T

he d
istinction is m

ad
e betw

een faults w
hich are, respectively are not, fatal for a

d
ata taking session.

•
The fault hap

pens in an elem
ent in su

ch a w
ay that this latter can be rem

oved
 from

 the
running system

 w
ithout affecting the p

hysics, that is to say once the elem
ent is

rem
oved

, it is still m
eaningful to continu

e the run. It is the responsibility of the sub-
system

, to w
hich the elem

ent belongs, to rem
ove the elem

ent transparently w
ithou

t
stop

ping the run. W
hen necessary the sub-system

 w
ill tag subsequ

ent events w
ith a

‘qu
ality flag’ w

hich m
arks events as ‘d

egrad
ed

’. E
xam

ples are: a R
O

D
, a R

O
B

 (both
require the tagging w

ith a ‘quality flag’), a LV
L2 or an EF p

rocessor or even an entire
farm

 (w
hich d

o not require the quality flag).

•
The fault happens in an elem

ent w
hich is either essential (e.g. the D

FM
 or the R

oIB
 of

the baseline) or such that it m
ust respond to a high rate of requ

ests (e.g. the R
O

S tod
ay).

A
 fau

lt in one of these elem
ents is either fatal for the run or it m

ay potentially generate
a long and disrupting sequ

ence of errors in related
 parts of T

D
A

Q
 (for exam

ple, a R
O

S
w

hich fails to respond w
ill generate a large num

ber of tim
e-out errors in the LV

L
2

1.
H

ard
w

are fault (e.g. a fau
lty fan, pow

er su
pp

ly, d
isk, etc.) or softw

are fau
lt (e.g. a process aborting).
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system
, w

hich in the m
ost op

tim
istic scenario w

ill degrad
e perform

ance). The ‘sim
pler’

fault tolerance as d
efined

 above (i.e. the ‘self-healing’ capability of a su
b-system

) is not
ap

plicable in this case. T
hese T

D
A

Q
 elem

ents have to be id
entified

 and ou
ght to be

d
esigned

 w
ith a higher d

egree of reliability (i.e. pred
icting a reasonable M

T
T

F for
them

).

3.7
D

ata bases

T
he issu

e of data bases is central to the w
hole A

T
LA

S TD
A

Q
 system

, as the m
eans to perm

a-
nently record

 d
ata (event d

ata bu
t also the d

etector and
 m

achine statu
s) and to p

erm
anently

hold
 the inform

ation necessary to initialise, configu
re and run the system

. In this respect, and
 as

d
iscu

ssed
 in Section

1.4, there is a num
ber of broad

 categories of d
ata to be p

erm
anently stored

:

•
C

onfigu
ration d

ata: inform
ation necessary to the configu

ration of T
D

A
Q

 com
ponents

and
 the related softw

are as w
ell as the A

TL
A

S d
etector hard

w
are. T

he m
anagem

ent of
this inform

ation is under the responsibility of T
D

A
Q

. The configuration inform
ation is

u
sed

 p
rior to the start of a run, d

uring the T
D

A
Q

 initialisation and configu
ration phases

and
 w

hile the ru
n is being started

. The configuration inform
ation is m

ostly static du
ring

d
ata taking w

ill only be changed
 in the case of serious hard

w
are and/

or softw
are prob-

lem
s. In this latter case the T

D
A

Q
 com

ponents w
hich need

 the u
pd

ated
 inform

ation w
ill

be notified
 of the changes (so as to be able to reconfigu

re them
selves).

•
C

onditions d
ata: this is, in som

e sense, the ‘offline d
atabase’, that is to say it contains all

the inform
ation necessary to the reconstruction and

 analysis softw
are as w

ell as the infor-
m

ation concerning the detector behaviour (as record
ed

 by D
C

S). In particular it contains
inform

ation necessary for the initialisation and
 correct functioning of the H

LT
 algorithm

s.
T

he responsibility for this d
atabase is ou

tsid
e T

D
A

Q
, the latter being a user of the d

ata-
base. T

D
A

Q
 acts both as a consum

er of the cond
itions database, as regard

s initialisation
and

 configuration of the H
LT

 p
rocesses for exam

p
le, and

 a prod
ucer, in the case of D

C
S

and
 calibration proced

ures (both prod
u

ce inform
ation, e.g. d

etector statu
s, w

hich has to
be stored

 as cond
itions).

•
E

vent data: the d
ata relative to the events produ

ced
 in the A

T
L

A
S d

etector. T
his inform

a-
tion is p

rod
uced

 by T
D

A
Q

, w
hich is responsible to record them

 on local, perm
anent stor-

age. 
T

he 
contents 

of 
the 

local, 
perm

anent 
storage 

are 
transferred 

later 
(p

ossibly
asynchronously w

ith respect to the d
ata taking process) to an A

T
LA

S central p
erm

anent
event d

ata repository. 

•
M

onitoring data: TD
A

Q
 perform

s op
erational (i.e. of TD

A
Q

 itself) and event (i.e. of the
d

etector) m
onitoring. R

esults, for exam
ple in the form

 of histogram
s, w

ill be stored
 for

later u
se (e.g. com

parisons). 

•
L

ogbook d
ata: the historical record of the experim

ent w
hich inclu

d
es the inform

ation p
ro-

d
uced by T

D
A

Q
, e.g. state transition, and

 via T
D

A
Q

, e.g. error cond
itions.

T
he am

ount of potential d
ata produ

cers and
 consu

m
ers, that is to say the total num

ber of
T

D
A

Q
 com

ponents w
hich are users of d

ata bases, is of the order of several thou
sand

s (from
R

O
D

 crates to Event Filter p
rocessors). E

ach is exp
ected

 to consum
e and

/
or produ

ce variable
am

ou
nts of data (from

 kbytes to several tens of M
bytes); an order of m

agnitu
de view

 of the
problem

, for som
e TD

A
Q

 com
ponent, is show

n in Table
3-1.



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

3
  S

ystem
 O

perations
35

3.8
R

eferen
ces 

3-1
A

T
L

A
S T

D
A

Q
/

D
C

S G
lobal Issu

es W
orkin

g G
rou

p
, R

un and States, A
T

L
A

S Intern
al N

ote, 
A

T
L

-C
O

M
-D

A
Q

-2003-004 (2003)

3-2
A

T
L

A
S T

D
A

Q
/

D
C

S G
lobal Issu

es W
orking G

rou
p

, P
artitioning, A

T
L

A
S Internal N

ote, 
A

T
L

-C
O

M
-D

A
Q

-2003-005 (2003)

3-3
A

T
LA

S First-Level Trigger Technical D
esign R

eport, C
E

R
N

/
L

H
C

C
/

98-14 (1998)

Tab
le

3-1  C
onfiguration and conditions data volum

e requirem
ents for som

e T
D

A
Q

 com
ponents

C
om

p
o

nen
t

N
u

m
b

er (ord
er o

f 
m

ag
n

itu
d

e)

C
o

nfig
u

ratio
n

 d
ata 

vo
lu

m
e at 

in
itialisatio

n p
er 

ind
ivid

u
al 

co
m

p
on

en
t

C
o

n
d

itio
n

s d
ata 

volu
m

e at 
in

itializatio
n

 p
er 

in
d

ividu
al 

co
m

p
o

n
en

t

O
p

eratio
nal 

m
o

n
itorin

g
 d

ata 
rate

R
O

D
 C

rate
100

few
 kbytes

N
/

A
O

(1)kbyte/
s

R
O

S
150

few
 kbytes

N
/

A
O

(1)kbyte/
s

LV
L

2 P
rocessing 

U
nit

500
few

 kbytes
50

M
byte

O
(1)kbyte/

s

E
vent Filter 

P
rocessing U

nit
1600

few
 kbytes

100
M

byte
O

(1)kbyte/
s
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4
P

hysics selectio
n strateg

y

T
his chapter provid

es an overview
 of the strategy for the online selection of events in A

T
L

A
S.

T
he challenge faced

 at the L
H

C
 is to red

uce the interaction rate of about 1
G

H
z at the design lu-

m
inosity of 1

×
10 34

cm
−2

s −1 online by abou
t seven orders of m

agnitud
e to an event rate of

O
(100

H
z) going to m

ass storage. A
lthough the em

p
hasis in this docum

ent w
ill be on the contri-

bu
tion of the H

LT
 to the redu

ction in rate, the final overall op
tim

ization of the selection p
roce-

d
ure also includ

es LV
L

1.

T
he first section d

escribes the requirem
ents d

efined
 by the p

hysics p
rogram

m
e of A

T
LA

S. T
his

is follow
ed

 by a d
iscussion of the approach taken for the selection at the H

LT
 and

 LV
L1 triggers.

N
ext, a brief overview

 of the m
ajor selection signatures and

 their relation to the variou
s d

etector
com

p
onents of A

T
LA

S is given. T
hen, an overview

 of the variou
s parts of the trigger m

enu
 for

ru
nning at an initial lum

inosity of 2
×

10
33

cm
−2

s −1 is presented
, together w

ith a d
iscussion of

the exp
ected

 physics coverage. T
he d

iscussion in this chapter concentrates on the initial lum
i-

nosity regim
e; the selection strategy for the d

esign lum
inosity p

hase w
ill cru

cially d
epend

 on
the observations and

 m
easurem

ents d
uring the first years of d

ata taking. This is follow
ed

 by a
d

escription of how
 changes in the running cond

itions are going to be ad
dressed, and finally ide-

as for the strategy of d
eterm

ining trigger efficiencies from
 the d

ata alone are presented.

D
etails on the im

plem
entation of the event-selection strategy, in term

s of the softw
are fram

e-
w

ork to p
erform

 the selection, can be fou
nd

 in Section
9.5. M

ore inform
ation on selection-algo-

rithm
 im

p
lem

entations and
 their p

erform
ance in term

s of signal efficiency and backgrou
nd

rejection are given in C
hapter

13. Finally, C
hapter

14 ad
dresses the issue of system

 p
erform

ance
of the online selection, p

resenting ou
r cu

rrent understand
ing of the resou

rces (e.g. C
P

U
 tim

e,
netw

ork band
w

id
th) needed

 to im
p

lem
ent the selection strategy presented in this chap

ter.

4.1
R

eq
uirem

ents

T
he A

TL
A

S experim
ent has been designed

 to cover the p
hysics in p

roton–p
roton collisions w

ith
a centre-of-m

ass energy of 14
TeV

 at L
H

C
. A

m
ongst the p

rim
ary goals are the u

nd
erstand

ing of
the origin of electrow

eak sym
m

etry breaking, w
hich m

ight m
anifest itself in the observation of

one or m
ore H

iggs bosons, and
 the search for new

 p
hysics beyond

 the Stand
ard

 M
odel. For the

latter it w
ill be of utm

ost im
p

ortance to retain sensitivity to new
 processes w

hich m
ay not have

been m
od

elled
. T

he observation of new
 heavy objects w

ith m
asses of O

(TeV
) w

ill involve very
h

igh-p
T  signatu

res and
 should not pose any problem

 for the online selection. The challenge is
the efficient and

 u
nbiased

 selection of lighter objects w
ith m

asses of O
(100

G
eV

). In ad
d

ition,
p

recision m
easu

rem
ents of processes w

ithin and beyond the Stand
ard

 M
od

el are to be m
ad

e.
T

hese precision m
easurem

ents w
ill also provide im

p
ortant consistency tests for signals of new

p
hysics. A

n overview
 of the variety of p

hysics processes and
 the expected perform

ance of
A

T
L

A
S can be found in [4-1]. M

ost of the selection criteria used in the assessm
ent of the physics

p
otential of A

T
LA

S are based
 on the selection of at m

ost a few
 high-p

T  objects, su
ch as charged

leptons, p
hotons, jets (w

ith or w
ithout b-tagging), or other high-p

T  criteria su
ch as m

issing and
total transverse energy. Furtherm

ore, A
T

LA
S expects to take d

ata du
ring the heavy-ion running

of the L
H

C
.

T
he online event-selection strategy has to d

efine the proper criteria to cover efficiently the phys-
ics p

rogram
m

e foreseen for A
T

LA
S, w

hile at the sam
e tim

e provid
ing the requ

ired
 redu

ction in
event rate at the H

LT. G
u

id
ance on the choice of online selection criteria has been obtained

 from

A
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the variety of analyses assessing the A
T

LA
S physics potential, aim

ing for further sim
plification

to a very few
, m

ostly inclusive, criteria.

E
vent selection at L

H
C

 faces a huge range in
cross-section values for various processes, as
show

n in Figu
re

4-1. T
he interaction rate is

d
om

inated by the inelastic p
art of the total

cross-section 
w

ith 
a 

cross-section 
of 

about
70

m
b. T

he inclusive p
rod

uction of b-qu
arks

occurs w
ith a cross-section of about 0.6

m
b,

correspond
ing to a rate of about 6

M
H

z for d
e-

sign lum
inosity. It is w

orth noting that the
cross-section for inclu

sive W
 prod

u
ction, in-

clu
ding the branching ratio for the leptonic

d
ecays to an electron or a m

uon, lead
s to a rate

of about 300
H

z at d
esign lum

inosity. T
he rate

of som
e rare signals w

ill be m
uch sm

aller, e.g.
the rate for the prod

uction of a Stand
ard

 M
od

-
el H

iggs boson w
ith a m

ass of 120
G

eV
 for the

rare-d
ecay m

ode into tw
o photons w

ill be be-
low

 0.001
H

z. T
he selection strategy has to en-

sure that such rare signals w
ill not be m

issed
,

w
hile at the sam

e tim
e red

ucing the ou
tput

rate of the H
LT

 to m
ass storage to an accepta-

ble valu
e.

T
he online selection thus has to provide a very

efficient and
 u

nbiased
 selection, m

aintaining
the physics reach of the A

T
L

A
S d

etector. It
should

 be extrem
ely flexible in ord

er to operate in the challenging environm
ent of the LH

C
,

w
ith up

 to about 20 inelastic events per bu
nch crossing at design lum

inosity. Fu
rtherm

ore, it has
also to p

rovide a very robust, and
, w

here possible, red
und

ant selection. It is highly d
esirable to

reject fake events or background
 processes as early as possible in ord

er to optim
ize the u

sage of
the available resources. Presently the selection is based

 on rather sim
ple criteria, w

hile at the
sam

e tim
e m

aking u
se of the A

T
L

A
S cap

abilities to reject m
ost of the fake signatu

res for a given
selection. It is, how

ever, m
andatory to have add

itional tools such as exclusive criteria or m
ore

elaborate object d
efinitions available for the online selection.

4.2
S

electio
n criteria

In ord
er to guarantee optim

al acceptance to new
 physics w

ithin the current p
aradigm

 of parti-
cle physics, w

e have taken an app
roach based

 on em
phazising the use of inclusive criteria for

the online selection, i.e. having signatu
res m

ostly based
 on single- and

 d
i-object high-p

T  trig-
gers. H

ere ‘high-p
T ’ refers to objects su

ch as charged
 leptons w

ith transverse m
om

enta above
O

(10
G

eV
). The choice of the thresholds has to be m

ade in such a w
ay that a good

 overlap w
ith

the reach of the Tevatron and
 other colliders is guaranteed, and

 there is good
 sensitivity to new

light objects, e.g. H
iggs bosons. E

nlarging this high-pT  selection to com
plem

ent the A
T

L
A

S
physics potential requ

ires access to signatures involving m
ore exclusive selections, su

ch as re-
quiring the p

resence of several d
ifferent physics objects or the use of topological criteria. A

 fu
r-

F
ig

u
re

4-1  C
ross-section and rates (for a lum

inosity
o f 1

×
10

34
cm

−2
s −1) for various processes in proton–

( anti)proton collisions, as a function of the centre-of-
m

ass energy. 0.1
1

10
10

-7

10
-5

10
-3

10
-1

10
1

10
3

10
5

10
7

10
9

10
-6

10
-4

10
-2

10
0

10
2

10
4

1010
6 8

σ
jet (E

T
jet >

 √s/4)

L
H

C
T

evatron

σ
t

σ
H

iggs (M
H  =

 500 G
eV

)

σ
Z

σ
jet (E

T
jet >

 100 G
eV

)

σ
H

iggs (M
H  =

 150 G
eV

)

σ
W

σ
jet (E

T
jet >

 √s/20)

σ
b

σ
tot

σ  (nb)

√ s   (T
eV

)

events/sec  for  L = 10
34

 cm
-2
 s

-1
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ther exam
ple is the use of charged

 p
articles w

ith transverse m
om

enta of O
(1

G
eV

) for the
selection of b-hadron physics.

T
he selection at the H

LT
 w

ill in m
ost cases be seed

ed by the inform
ation alread

y obtained
 at

LV
L1 (i.e. R

egions-of-Interest, R
oIs) and

 w
ill exploit the com

plem
entary features of the LV

L
2

trigger and
 the EF selection. A

t LV
L2, a fast rejection has to be achieved, using ded

icated
 algo-

rithm
s to m

eet the latency constraints. T
hese algorithm

s w
ill, in m

ost cases, require only a few
p

er cent of the event d
ata, thanks to the guid

ance of R
oIs from

 LV
L

1. T
he selection signatures

w
ill be refined at the E

F, w
here the fu

ll event is available for analysis, u
sing m

ore precise and
d

etailed calibration and
 alignm

ent param
eters and having few

er constraints on the latency.
A

lso the EF p
rocessing can p

rofit from
 the resu

lts of the earlier trigger stages, for exam
ple, u

s-
ing the results of LV

L2 for seed
ing the E

F processing. Fu
rtherm

ore, the EF w
ill provid

e classifi-
cation of the accep

ted
 events, in order to facilitate offline analyses. T

his m
ight involve the

reconstru
ction of fu

rther objects, w
hich are not u

sed
 for the event selection.

A
lthough the selection w

ill be pred
om

inantly based on sim
ple and

 inclusive signatu
res to allow

for op
tim

ization at the analysis level, m
ore refined

 selection tools have to be used
 in ad

d
ition.

T
hese inclu

de the use of m
ore elaborate algorithm

s, e.g. b-tagging of jets, and the application of
m

ore exclusive criteria, in order to enrich the available sam
ples for certain physics processes, for

exam
p

le. Fu
rtherm

ore, it is highly desirable to select events w
ith several com

p
lem

entary crite-
ria, in order to better control p

ossible biases d
ue to the online selection.

4.3
P

hysics o
bjects for event selection

T
he A

T
L

A
S trigger relies on the concept of physics ‘objects’ (m

u
ons, electrons, jets, etc.). C

and
i-

d
ate objects are typically first id

entified
 and

 cru
dely reconstru

cted
 at LV

L
1. Processing in the

H
LT

 progressively refines the reconstru
ction, rejecting fake objects and im

proving the p
recision

on m
easured

 param
eters su

ch as E
T .

T
he physics objects used

 in the H
LT

 can be based on inform
ation from

 all sub-d
etectors of A

T
-

L
A

S, at fu
ll granularity. A

s m
entioned

 above, the d
ifference in the reconstru

ction of these ob-
jects betw

een LV
L

2 and
 the E

F refers m
ostly to the com

plexity of the algorithm
s interpreting the

raw
 d

ata, and
 on the level of d

etail and accu
racy of the alignm

ent and calibration inform
ation

u
sed

. T
he E

F has the full event at its d
isp

osal to the search for these objects, although it is antic-
ipated

 that the p
rocessing w

ill typ
ically be initiated using the d

etailed
 LV

L2 result to seed
 the

algorithm
s.

A
T

L
A

S, as a m
ulti-p

urp
ose detector, w

ill have charged-particle tracking in the Inner D
etector

covering the p
seu

dorap
id

ity region of |η|
<

2.5 insid
e a solenoidal m

agnetic field
 of 2

T
 and

fine-grained
 calorim

eter coverage for |η
|

<
2.4, especially in the electrom

agnetic com
part-

m
ents, w

hich extend
s up

 to |η|
<

3.2. T
he forw

ard calorim
eter com

pletes the calorim
etric cov-

erage up to |η
| of 4.9 for the m

easurem
ent of m

issing transverse energy and
 forw

ard
 jets. The

coverage of the m
u

on system
 extend

s u
p to |η|

=
2.4 for the trigger cham

bers and
 u

p to
|η|

=
2.7 for the precision m

uon cham
bers. M

ore details on the various com
p

onents and their
exp

ected p
erform

ance can be found
 in [4-1].

T
he follow

ing overview
 briefly sum

m
arizes the m

ost im
portant physics objects foreseen for use

in the H
LT. M

ore d
etails on the concrete im

plem
entation of the selection algorithm

s and
 their

expected p
erform

ance are given in C
hapter

13.
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•
E

lectron
(w

ithin |η
|

<
2.5): the selection criteria for electrons w

ill inclu
d

e a detailed
show

er-shap
e analysis in the fine-grained

 electrom
agnetic com

partm
ents of the L

A
r calo-

rim
eters (w

ithin the range of |η|
<

2.4), a search for high-p
T  tracks, and

 a m
atch betw

een
the clu

sters and
 tracks. Further refinem

ent is possible via the id
entification and correct

treatm
ent in case the electron has u

nd
ergone B

rem
sstrahlung, the requirem

ent of a transi-
tion radiation signal from

 the transition rad
iation tracker (TR

T
), and the application of

isolation criteria.

•
P

hoton
(w

ithin |η|
<

2.5): the selection of photons w
ill also be based

 on a d
etailed

 calo-
rim

eter show
er-shape analysis, inclu

d
ing the requirem

ent of isolation, and
 possibly on

the u
se of a veto against charged

 tracks, after it has been checked that the p
hoton d

id not
convert in the m

aterial of the Inner D
etector into an e +e - p

air.

•
M

uon
(w

ithin |η|
<

2.4): the m
uon selection w

ill in a first step m
ake u

se of the external
m

uon spectrom
eter to d

eterm
ine the m

u
on m

om
entum

 and
 charge. A

 refinem
ent of this

inform
ation w

ill then be obtained by searching for tracks in the Inner D
etector and

m
atching and

 com
bining these cand

idates w
ith the m

uon track segm
ent. Isolation criteria

m
ay also be applied

, u
sing, for exam

p
le, inform

ation from
 the calorim

eters.

•
Tau

(w
ithin |η

|
<

2.5): the selection of tau
s in their had

ronic d
ecay m

odes w
ill u

se calo-
rim

eter show
er-shape analysis to id

entify narrow
 hadronic jets. T

hese can be m
atched

 to
one or m

ore tracks fou
nd

 in the Inner D
etector. A

s above, isolation criteria m
ay also be

app
lied

, using, for exam
ple, inform

ation from
 the calorim

eters.

•
Jet(norm

ally w
ithin |η|

<
3.2): the jet selection w

ill be based m
ostly on calorim

eter infor-
m

ation, w
hich

 m
ight be refin

ed by includ
ing the inform

ation
 from

 m
atch

in
g charged

tracks. 
A

 
search 

can 
also 

be 
m

ade 
for 

jets 
in 

the 
forw

ard
 

calorim
eter, 

covering
3.2

<
|η|

<
4.9.

•
b-tagged jet(w

ithin |η|
<

2.5): the selection w
ill start from

 jets already selected
. T

he as-
sociated

 tracks fou
nd

 in the Inner D
etector are used

 to search, for exam
ple, for large val-

u
es of the im

pact param
eters or for the p

resence of second
ary vertices, and

/
or for soft

(i.e. low
-p

T ) lep
tons.

•
(w

ithin |η|
<

4.9): the definition of m
issing transverse energy w

ill be based
 on the

full calorim
eter d

ata, allow
ing for im

provem
ents via the inclu

sion of inform
ation from

observed m
uons.

•
Total Σ

E
T

(w
ithin |η|

<
4.9): again the calculation w

ill be based on the fu
ll calorim

eter in-
form

ation, w
ith add

itional corrections p
ossible from

 reconstructed m
uons. A

n alternative
d

efinition of the total ΣE
T  can be obtained u

sing only reconstructed
 jets.

A
n exam

p
le of an exclusive selection, w

hich requ
ires a com

plex ap
proach, is the case of b-

had
ron physics. H

ere it is necessary to reconstru
ct online in a (sem

i-)exclu
sive w

ay the b-
had

ron decay m
od

es of interest. T
his requires the reconstruction and

 id
entification of low

-p
T

charged hadrons and
 leptons (electrons and

 m
u

ons), w
here gu

idance from
 LV

L1 is not alw
ays

available w
ith optim

al efficiency. A
t LV

L
1 the trigger w

ill d
em

and the p
resence of at least one

low
-p

T  m
uon.

E
T m

iss
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4.4
Trigg

er m
en

u

In this section, the present u
nd

erstand
ing of the trigger m

enu
 for running at an initial p

eak lu-
m

inosity of 2
×

10
33

cm
−2

s −1 is presented
. D

istinction is m
ade betw

een d
ifferent parts of this

trigger m
enu

 w
hich are d

iscussed
 sep

arately:

•
inclusive physics triggers, w

hich form
 the backbone of the online selection and

 are chosen
to guarantee the coverage of a very large fraction of the A

TL
A

S physics p
rogram

m
e;

•
p

rescaled physics triggers, w
hich w

ill extend
 the physics coverage for A

T
L

A
S, by having,

for exam
ple, inclusive selections w

ith low
er thresholds to enlarge the kinem

atic reach,
and provid

e sam
ples for und

erstand
ing background

 processes and
 d

etector p
erform

ance;

•
exclusive p

hysics triggers, w
hich w

ill also extend
 the physics coverage for A

T
LA

S; and

•
d

ed
icated

 m
onitor and

 calibration triggers, not already contained in one of the above
item

s, for im
p

roving the understanding of the perform
ance of the A

T
LA

S detector, based
on physics events not need

ed
 otherw

ise for p
hysics m

easurem
ents. Fu

rtherm
ore, specific

selections m
ight be u

sed
 to m

onitor the m
achine lum

inosity.

T
he d

escrip
tion of these four parts of the cu

rrent trigger m
enu is follow

ed
 by a d

iscussion of the
p

hysics coverage achieved
, inclu

ding ind
ications abou

t d
ependence of the acceptance for sever-

al p
hysics p

rocesses on the threshold
 values. A

 m
ore d

etailed d
iscu

ssion of the variou
s parts of

the trigger m
enu can be found

 in [4-4].

T
he d

erivation of the trigger m
enu

s and
 the threshold

 values starts from
 the physics-analysis

requ
irem

ents, follow
ed

 by an assessm
ent of the rejection capabilities at the variou

s selection
stages, and fin

ally takin
g into account estim

ates of the total H
LT

 ou
tpu

t band
w

id
th. T

his p
roce-

d
ure is iterative in ord

er to includ
e existing inform

ation, e.g. from
 stu

d
ies of the LV

L
1 trigger

(see R
ef. [4-2]), or from

 p
ast stud

ies of the H
LT perform

ance, as d
ocum

ented, for exam
p

le, in
R

ef. [4-3].

N
ot discu

ssed in any d
etail in this d

ocum
ent are p

ossible trigger selections for the stud
y of

very-forw
ard physics or heavy-ion interactions, as these add

itional asp
ects of the A

T
LA

S phys-
ics potential are presently only und

er investigation. The flexibility in the online selection w
ill,

how
ever, allow

 these p
hysics processes to be ad

d
ressed

. A
s the excellent capabilities of A

T
L

A
S

for identifying high-p
T  signatures are expected

 to play an im
p

ortant role in the stud
y of these

p
hysics processes (esp

ecially for the stud
y of heavy-ion interactions), the selection strategy in

this d
ocu

m
ent should

 be extrem
ely u

seful for these environm
ents as w

ell.

It shou
ld

 be noted
 that the m

enus w
ill evolve continu

ously, benefiting from
 a better und

er-
stand

ing of the d
etector, and

 the experience gained
 w

hen com
m

issioning the experim
ent. Fur-

ther progress in the understanding of the Stand
ard

 M
od

el and
 fu

tu
re discoveries prior to the

start of the L
H

C
 m

ight influ
ence the contents of the trigger m

enu
.

In the narrative that follow
s, labels of the form

 ‘N
oX

X
i’ w

ill be u
sed

 to id
entify sp

ecific trigger
item

s. H
ere ‘N

’ is the m
inim

u
m

 nu
m

ber of objects required
, and

 ‘o’ ind
icates the type of the se-

lection (‘e’ for electron, ‘γ’ for photon, ‘µ’ for m
u

on, ‘τ’ for a τ hadron, ‘j’ for jet, ‘b’ for a b-tagged
jet, ‘xE

’ for m
issing transverse energy, ‘E’ for total transverse energy, and

 ‘jE
’ for the total trans-

verse energy obtained using only jets). ‘X
X

’ gives the threshold in transverse energy (in units of
G

eV
), and ‘i’ indicates an isolation requirem

ent. A
s an exam

p
le, 2µ20i refers to the requirem

ent
of at least tw

o m
uons, w

ith an E
T  threshold

 of 20
G

eV
 each, fulfilling isolation criteria. The

threshold
s ind

icate the transverse-energy value above w
hich the selection has good efficiency

for true objects of the specified
 type. T

he exact valu
e for the efficiency obtained

 d
epends on the
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im
p

lem
entation of the algorithm

 and
 the d

etails of the criteria applied, exam
ples of w

hich are
given in C

hapter
13.

A
 com

prehensive assessm
ent of the expected rates for the trigger m

enu w
ill be given in

Section
13.5, both for LV

L
1 and

 for the H
LT, inclu

ding the exp
ected

 total d
ata rate for record

ing
the accep

ted
 events to m

ass storage.

4.4.1
P

h
ysics trigg

ers 

Table
4-1 gives an overview

 of the m
ajor selection signatures need

ed to guarantee the p
hysics

coverage for the initial running at a peak lum
inosity of 2

×
10

33
cm

−2
s −1.

A
 large part of the physics program

m
e w

ill rely heavily on the inclusive single- and d
i-lepton

triggers, involving electrons and m
uons. B

esid
es selecting events from

 Stand
ard

 M
od

el process-
es —

 such as p
rod

uction of W
 and

 Z
 bosons, gauge-boson pairs, tt  p

airs, and
 the H

iggs boson —
they provide sensitivity to a very large variety of new

 physics possibilities, for exam
p

le new
heavy gauge bosons (W

’, Z
’), su

persym
m

etric p
articles, large extra d

im
ensions (via the D

rell-

Tab
le

4-1  T
rigger m

enu, show
ing the inclusive physics triggers. T

he notation for the selection signatures and
the definition of the thresholds are explained in S

ection
4.4.

S
electio

n
 sig

n
atu

re
E

xam
p

les o
f p

h
ysics co

verag
e

e25i
W

→
eν, Z

→
ee, top

 p
rod

u
ction, H

→
W

W
(*)/

Z
Z

(*), W
’,Z

’

2e15i
Z

→
ee, H

→
W

W
(*)/

Z
Z

(*)

µ20i
W

→
µν, Z

→
µµ, top

 p
rod

u
ction, H

→
W

W
(*)/Z

Z
(*), W

’,Z
’

2µ10
Z

→
µµ, H

→
W

W
(*)/

Z
Z

(*)

γ60i
d

irect photon p
rod

u
ction, H

→
γγ

2γ20i
H

→
γγ

j400
Q

C
D

, SU
SY, new

 resonances

2j350
Q

C
D

, SU
SY, new

 resonances

3j165
Q

C
D

, SU
SY

4j110
Q

C
D

, SU
SY

τ60
charged

 H
iggs

µ10
+

e15i
H

→
W

W
(*)/

Z
Z

(*), SU
SY

τ35
+

xE
45

qqH
(ττ), W

→
τν, Z

→
ττ, SU

SY
 at large tan β

j70
+

xE
70

SU
SY

xE
200

new
 phenom

ena

E
1000

new
 phenom

ena

jE
1000

new
 phenom

ena

2µ6
+

µ
+µ

-+
m

ass cu
ts

rare b-had
ron d

ecays (B
→

µµX
) and

 B
→

J/ψ
 (ψ

')X
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Yan d
i-lepton sp

ectru
m

), and
 H

iggs bosons in extensions of the Standard M
od

el such as the
M

SSM
. T

hese triggers also select p
article d

ecays involving τ’s w
here the τ decays leptonically.

T
he inclusive single- and

 d
i-photon triggers w

ill select a light H
iggs boson via its d

ecay H
→

γγ
as w

ell as som
e exotic signatu

res (e.g. technicolou
r). 

T
he coverage for su

persym
m

etry is extend
ed

 by using the jet +
 m

issing-transverse-energy sig-
natures as w

ell as m
ulti-jet selections; the m

u
lti-jet selection is especially relevant in case of R

-
p

arity violation. The inclu
sive single- and di-jet triggers w

ill, for exam
ple, be u

sed
 in the search

for new
 resonances decaying into tw

o jets. Further sensitivity to su
persym

m
etry at large values

of tan
β w

ill be provid
ed by signatures involving a had

ronic τ selection.

R
are b-had

ron decays and b-hadron d
ecays involving final states w

ith a J/ψ
 are selected by a

d
i-m

uon signature (requiring opposite charges) and ad
d

itional invariant-m
ass cuts.

4.4.2
P

rescaled p
hysics trig

gers

Table
4-2 show

s a p
rototype for ad

ditional contribu
tions to the trigger m

enu
 in the form

 of pres-
caled

 physics triggers. These triggers extend
 the physics coverage of the online selection by ex-

tend
ing the kinem

atic reach of variou
s m

easurem
ents tow

ards sm
aller values, e.g. of the

transverse m
om

entum
 in a process.

Tab
le

4-2  E
xam

ples of additional prescaled physics triggers

S
electio

n sig
n

atu
re

E
xam

p
les o

f p
h

ysics m
o

tivation

single jets (8 threshold
s betw

een 20 and
 400 G

eV
)

inclusive jet cross-section m
easu

rem
ent

d
i-jets (7 threshold

s betw
een 20 and

 350 G
eV

)
d

i-jet cross-section m
easu

rem
ents

three jets (6 threshold
s betw

een 20 and
 165 G

eV
)

m
u

lti-jet cross-section m
easu

rem
ents

fou
r jets (5 threshold

s betw
een 20 and

 110 G
eV

)
m

u
lti-jet cross-section m

easu
rem

ents

single electrons (5–6 thresh
old

s betw
een 7 and

 25 G
eV

)
inclusive electron cross-section

d
i-electrons (2 threshold

s betw
een 5 and

 15 G
eV

)

single m
u

ons (6 threshold
s betw

een 5 and
 20 G

eV
)

inclusive m
u

on cross-section

d
i-m

u
ons (2 threshold

s betw
een 5 and

 10 G
eV

)

single photons (7–8 threshold
s betw

een 7 and
 60 G

eV
)

inclusive p
hoton cross-section

d
i-p

hotons (2 threshold
s betw

een 7 and
 20 G

eV
)

taus (4 threshold
s betw

een 25 and
 60 G

eV
)

d
i-tau

 (2 threshold
s betw

een 25 and
 35 G

eV
)

Z
→

ττ selection

xE
 (5 threshold

s betw
een 45 and

 200 G
eV

)

E
 (3 threshold

s betw
een 400 and

 1000 G
eV

)

jE
 (3 threshold

s betw
een 400 and

 1000 G
eV

)

filled
-bu

nch-crossing rand
om

 trigger
m

inim
u

m
 bias events, trigger efficiency 
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A
 typ

ical exam
p

le for the app
lication of these trigger selections is the m

easurem
ent of the jet

cross-section over the full kinem
atic range, starting from

 the low
est achievable E

T  valu
es up to

the region covered
 by the un-p

rescaled inclu
sive jet trigger. In ad

d
ition, these p

re-scaled
 trig-

gers together, w
ith the pre-scaled

 m
inim

um
 bias selection, w

ill be cru
cial in determ

ining trigger
efficiencies from

 the d
ata, as d

iscu
ssed

 in Section
4.6.

T
he prescale factors to be app

lied
 to m

ost of the selections show
n in Table

4-2 w
ill have to be d

e-
term

ined
 on the basis of the d

esired statistical accu
racy for the given ap

plication, taking into ac-
cou

nt the total available data band
w

id
th and

 com
p

uting resou
rces. The E

T  ranges for the
threshold

s should be seen as ind
icative only. T

he aim
 w

ill be to cover the w
id

est p
ossible range,

i.e. extend
ing the coverage from

 the threshold
s u

n-prescaled
 selections d

ow
n to the low

est p
os-

sible ones for a given signature. T
he values of the prescale factors w

ill evolve w
ith tim

e. T
hese

triggers w
ill be of particularly high im

portance in the early phases of the d
ata taking after the

start-up of the L
H

C
.

4.4.3
E

xclusive p
h

ysics trig
gers

A
 list of fu

rther selections u
sing m

ore exclusive criteria is presented
 in Table

4-3. 

A
n exam

ple is the extension of the selection for b-had
ron p

hysics to involve m
ore d

ecay m
od

es.
A

s d
iscu

ssed in m
ore detail in R

ef. [4-1] and R
ef. [4-3], A

T
L

A
S offers the possibility of perform

-
ing several m

easu
rem

ents of C
P

-violation in the b-had
ron system

. The selection strategy relies
on selecting bb  p

rod
uction via the sem

i-m
u

onic d
ecay of one of the b-qu

arks, and
 then m

aking
a (sem

i-)exclusive selection of the d
ecays of interest based on reconstructing low

-pT  charged
particles in the Inner D

etector. T
he best efficiency w

ou
ld be achieved

 by reconstru
cting the

tracks at LV
L

2 w
ithou

t gu
id

ance from
 LV

L
1. H

ow
ever, in view

 of resou
rce lim

itations, R
oI-driv-

en reconstru
ction is also being consid

ered
.

For the first d
ata taking, it w

ill be essential that the full d
etector is read ou

t to m
ass storage for

all triggers in order to have the full spectrum
 of inform

ation available for offline stud
ies. It is,

how
ever, envisaged

 that at a later stage som
e of the above prescaled

 triggers m
ight no longer

require recording of the full d
etector inform

ation, and
 thus m

ore bandw
id

th could
 be m

ad
e

available for further selection criteria.

Tab
le

4-3  E
xam

ples of additional exclusive physics triggers

S
electio

n
 sig

n
atu

re
P

h
ysics m

o
tivation

e20i+
xE

25
W

→
eν

µ20
+

γ10i 
lep

ton flavou
r violation

e/µ
+

jet

forw
ard

 jet+
xE

invisible H
iggs d

ecays

b-jet (variou
s m

u
ltip

licities)

µ8
+

B
-d

ecays
b-had

ron
 p

hysics
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4.4.4
M

on
ito

r an
d calib

ration
 trigg

ers

T
he selection signatures presented in Table

4-1, Table
4-2 and

 Table
4-3 w

ill provid
e a hu

ge sam
-

p
le of physics events w

hich w
ill be of extrem

e im
portance for the und

erstand
ing and

 continu-
ou

s m
onitoring of the d

etector p
erform

ance. In p
articu

lar, the leptonic d
ecays of the cop

iou
sly-

p
rod

uced
 Z

 bosons w
ill be of great help

. O
ne w

ill u
se Z

→
ee events to d

eterm
ine the absolu

te
energy scale for electrons and

 to intercalibrate the electrom
agnetic parts of the calorim

eter. The
m

uonic d
ecay w

ill set the absolute m
om

entu
m

 scale, both in the Inner D
etector and

 in the
m

uon spectrom
eter. In add

ition, the inclu
sive electron and m

uon triggers w
ill select tt events

via the sem
i-lep

tonic d
ecay of one of the top quarks. T

his sam
ple can be u

sed
 to set the jet ener-

gy scale, using d
i-jet d

ecays of the W
’s prod

uced
 in the top qu

ark d
ecays, and

 also to d
eterm

ine
the b-tagging efficiency. 

L
arge inclusive sam

ples of m
u

ons are the starting point for the Inner D
etector alignm

ent; these
w

ill also be used to stu
d

y energy loss in the calorim
eters and

 to align the m
u

on detectors. Large
inclusive sam

ples of electrons w
ill be u

sed
 to understand

 the electrom
agnetic energy scale of

the calorim
eter, using the precise m

om
entum

 m
easu

rem
ents from

 the Inner D
etector, and

 to u
n-

d
erstand

 the energy–m
om

entu
m

 m
atching betw

een the Inner D
etector and

 the calorim
eter. The

calorim
eter inter-calibration, especially for the had

ronic part, w
ill benefit from

 inclu
sive (d

i-)jet
sam

p
les by m

aking u
se of the energy-balance technique.

Further exam
ples of specific m

onitor and
 calibration triggers are given in Table

4-4. T
he random

trigger on unp
aired

 bu
nch crossing w

ill select bunch crossings, w
here only one of the tw

o p
ack-

ets is actually filled
, and

 can thu
s be used

 to m
onitor beam

-related backgrou
nd

s. T
he selection

of oppositely charged
 lepton pairs, w

ith an invariant m
ass com

p
atible w

ith the Z
-boson m

ass,
and loose cuts (especially on the isolation, w

hich should
 be in this case d

efined id
entical for

electrons and
 m

uons), w
ill be an im

portant control sam
ple for the analyses w

here the contribu-
tion from

 d
ifferent (lepton) flavou

rs need
s to be com

pared.

Tab
le

4-4  E
xam

ples of specific m
onitor and calibration triggers, based on physics events, w

hich are not cov-
ered in Table

4-1, Table
4-2 and Table

4-3

S
electio

n sig
n

atu
re

E
xam

p
le fo

r ap
p

licatio
n

rand
om

 trigger
zero bias trigger

u
np

aired
-bu

nch-crossing rand
om

 trigger
backgrou

nd
 m

onitorin
g

e25i loose cu
ts

trigger m
onitoring

e25
trigger m

onitoring

µ20i loose cuts
trigger m

onitoring

µ20
trigger m

onitoring

γ60i loose cu
ts

trigger m
onitoring

γ60
trigger m

onitoring

τ60 loose cuts
trigger m

onitoring

e +e −
+

Z
 m

ass, loose cu
ts

m
onitor flavou

r su
btraction

µ
+µ

−
+

Z
 m

ass, loose cu
ts

m
onitor flavou

r su
btraction

µ
+µ

−
+

Υ
 m

ass
calibration
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M
onitor and calibration triggers provid

e exam
ples of selections w

hich d
o not alw

ays require
the fu

ll d
etector inform

ation to be read
 ou

t to m
ass storage. For som

e m
onitoring aspects, it

cou
ld

 be envisaged
 to record

 only the results of the processing of the event in the EF, and
 not to

store the raw
 d

ata. H
ow

ever, it is anticipated
 that this w

ould
 only be d

one after stable operation
of the d

etector and
 the m

achine has been reached
.

4.4.5
P

h
ysics coverage

In this section, exam
ples w

ill be given to ind
icate the sensitivity of the physics coverage to the

threshold
s u

sed
 in the selection signatu

res. Ind
ications on the red

u
nd

ancy achieved
 by the full

set of selection signatu
res p

roposed
 are also given.

A
s an exam

ple, the search for the Standard M
od

el H
iggs boson in the d

ecay m
od

e to H
→

bb
w

ill be discussed, w
here H

 is produ
ced

 in association w
ith a tt pair. T

he prop
osed

 selection cri-
teria for this m

ode involve the requirem
ent of a lepton from

 the sem
i-lep

tonic d
ecay of one of

the top quarks. In R
ef.[4-1], the stud

y w
as based

 on the assum
ption of a lepton-p

T  threshold of
20

G
eV

 for both electrons and m
uons. Table

4-5 show
s the im

pact of raising one or both of these
threshold

s on the exp
ected

 significance for signal observation.

A
nother exam

ple is the inclu
sive single-p

hoton trigger, w
ith a present threshold

 of 60
G

eV. T
his

selection can be u
sed

 to search for technicolou
r via the p

rod
uction of a techni-om

ega, ω
T , w

hich
w

ou
ld 

be 
d

etected 
via 

its 
d

ecay ω
T

→
γπ

0T
→

γbb. 
A

s 
show

n 
in 

R
ef.[4-1], 

for 
a 

m
ass

M
(ω

T )=
500

G
eV, the offline analysis w

ould
 m

ake a cut on the photon transverse energy of
E

T (γ)>
50

G
eV. This show

s that a fu
rther raising of the single-p

hoton threshold
 w

ould im
pact

the discovery p
otential. In ad

dition, the overlap w
ith the Tevatron reach u

p to techni-om
ega

m
asses of abou

t 400
G

eV
 m

ight not be assu
red

.

D
i-jet events w

ill be u
sed

 to search for new
 resonances d

ecaying into tw
o jets. T

he expected
reach [4-5] of the C

D
F E

xp
erim

ent at Tevatron for an integrated lum
inosity of 15

fb
-1 should

cover E6 di-qu
arks w

ith m
asses up

 to 700
G

eV, heavy W
’/

Z
’ bosons w

ith m
asses u

p to 850
G

eV,
techni-rho m

esons, ρ
T , w

ith m
asses up to 900

G
eV, excited quarks q* w

ith m
asses up to 950

G
eV,

and
 axiglu

ons w
ith m

asses up to 1250
G

eV. T
he transverse-energy spectrum

 of the jets from
 the

d
ecay of resonance w

ith a m
ass in the range d

iscussed
 above w

ou
ld

 lead
 to a Jacobian p

eak at
350–630

G
eV

 in E
T . A

n inclusive single-jet trigger w
ith E

T
>

400
G

eV
 w

ill not provide ad
equ

ate
coverage for this kinem

atic region and
 need

s to be su
pplem

ented
 by a d

i-jet trigger w
ith low

er
threshold

s.

Fu
rther selections presently u

nd
er stud

y could
 enlarge the acceptance for som

e H
iggs produ

c-
tion and

 d
ecay m

odes. T
he produ

ction of H
iggs bosons via vector-boson fusion leads to the

presence of non-central low
-p

T  jets that can be used as a tag. R
equ

iring that tw
o su

ch jets be
present in an event and that they are separated

 significantly in rapid
ity cou

ld
 allow

, for exam
-

ple, the lepton p
T  threshold

s to be low
ered

, and
 thus increase the significance for H

iggs obser-

Tab
le

4-5  E
xam

ple of loss in significance for the associated production of ttH
 (for a S

tandard M
odel H

iggs
boson w

ith a m
ass of 120

G
eV

) for an integrated lum
inosity of 30

fb
-1

p
T (e) >

 
20

G
eV

25
G

eV
30

G
eV

30
G

eV
35

G
eV

p
T (µ) >

20
G

eV
20

G
eV

20
G

eV
40

G
eV

25
G

eV

1
0.98

0.96
0.92

0.92
S

B
⁄
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vation. A
 second

, related
 exam

ple is the search for a H
iggs boson w

ith an invisible d
ecay m

od
e,

w
here a trigger requ

irem
ent of tw

o tag jets and
 m

issing transverse energy could
 be used.

T
he overall optim

ization of the online selection w
ill be refined

 until the first collisions are re-
cord

ed
. Experience w

ith the first real data m
ight w

ell force one to significantly revise this opti-
m

ization and
, in any case, it w

ill have be refined
 continu

ously throughout the lifetim
e of the

experim
ent. T

he follow
ing aspects have to be taken into account:

•
the evolving u

nd
erstand

ing of physics; 

•
the effect of the foreseen threshold

s on the acceptance for know
n (and

 unknow
n) physics

p
rocesses;

•
the rate of events after the selection (one should

 note that, even in the absence of fake sig-
natures, there is a large rate of high-p

T  events that one w
ould like to retain —

 e.g. W
 and

 Z
leptonic d

ecays);

•
the inclusiveness of the selection (one shou

ld
 note that a m

ore exclusive selection does
not necessarily im

ply a significantly red
u

ced
 ou

tpu
t rate —

 selections for m
any final

states w
ill have to be considered in ord

er to achieve good
 coverage); and

•
the available resou

rces for the online selection, and
 the subsequ

ent offline storage and
p

rocessing of the d
ata.

V
arious possibilities are available to control the outp

ut rate of the H
LT. T

hese includ
e changes

to the threshold
 values, changes to, or introdu

ction of, p
re-scale factors, p

hasing in of m
ore ex-

clu
sive selections and

, w
here possible, tightening of selection cuts in the physics-object d

efini-
tion. Som

e of these schem
as can also be ap

plied
 at LV

L1 in ord
er to redu

ce the inpu
t rate to the

H
LT

 in case insufficient resources for the treatm
ent the events are available.

It is im
portant to keep in m

ind
 that less inclusive selections are targeted

 tow
ard

s specific m
od

el
p

red
ictions and are thus not d

esirable for u
nbiased searches for new

 physics. T
hey w

ill, how
ev-

er, be u
seful to increase the accu

m
u

lated
 statistics for sp

ecific processes, e.g. w
hen thresholds

for the inclusive selection w
ill have to be raised

 further. T
he introdu

ction of add
itional biases at

the trigger level d
u

e to less inclusive selection shou
ld be avoid

ed w
here possible, since they

m
ight influence the accuracy of various p

recision m
easurem

ents.

4.5
A

daptatin
g to

 ch
ang

es in
 ru

nn
ing

 con
dition

s

A
n efficient m

echanism
 is need

ed
 to adapt the trigger m

enu to changes in the ru
nning and

 op-
erational cond

itions of the experim
ent. T

hese changes w
ill inclu

de a d
ecrease in the lum

inosity
d

uring a coast, changes in m
achine-background

 cond
itions, and

 changes in d
etector p

erform
-

ance affecting the selection criteria. P
roced

u
res m

ust be p
ut in place to react to these changes ef-

fectively and
 thu

s m
aintain a robu

st selection process. It is im
portant to keep

 the correct history
of all changes to the trigger configu

ration; this w
ill be done by changing the run nu

m
ber w

hen-
ever there is a significant change as d

iscu
ssed

 in C
hapter

3.
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L
u

m
in

o
sity ch

an
g

es

D
uring a coast 1 in the L

H
C

 (estim
ated

 d
uration up

 to ~14
hou

rs) the lu
m

inosity m
ay d

rop by a
factor of tw

o or m
ore. To take ad

vantage of the available bandw
idth and

 p
rocessing pow

er in
the H

LT
 system

, the trigger criteria should
 be ad

ju
sted

 to m
aintain an ap

proxim
ately constant

event rate in the H
LT. This cou

ld be achieved
 by includ

ing m
ore trigger selections in the trigger

m
enu, by red

ucing prescale factors for selections w
ith low

er-p
T  threshold

s, by ad
d

ing m
ore ex-

clu
sive selections, or even by changing, i.e. low

ering, the threshold
s of the inclu

sive p
hysics

triggers. In this w
ay, the p

hysics coverage of A
TL

A
S w

ill be extend
ed

 d
uring a coast. A

n exam
-

ple is the case of b-had
ron physics, w

here the inclusive trigger m
enu

 d
iscu

ssed above for
L

=
2

×
10

33
cm

−2
s −1 is restricted

 to select only final states w
ith at least tw

o oppositely-charged
m

uons. A
s the lu

m
inosity d

rops below
 the initial p

eak value, other decay m
od

es (e.g. fu
lly

had
ronic or involving tw

o low
-p

T  electrons) could
 be ad

d
ed

.

T
he sizeable change in lu

m
inosity du

ring a coast w
ill im

ply changes in the average num
ber of

pile-u
p events present in the sam

e bu
nch crossing, w

hich m
ight influ

ence the optim
al choice of

threshold
 values (or isolation cuts) for various criteria in the d

efinition of the selection objects.
M

ore stu
d

ies are need
ed

 to assess w
hether sim

p
le changes of prescale factors are su

fficient. It is
im

p
ortant to have an accurate m

onitoring of the lum
inosity, w

hich p
ossibly requires add

itional
d

edicated trigger selections.

B
ackg

ro
u

n
d

 co
n

d
itio

n
s

O
ne w

ill have to foresee ad
ju

stm
ents for changes in the operating cond

itions, such as su
dd

en
increases in background

s or the appearance of hot channels, lead
ing to certain triggers firing at

a larger rate than is accep
table. Furtherm

ore, m
achine-related

 backgrou
nd

s m
ight increase sud

-
d

enly and
 im

pact on the rate for certain selection signatures. Possible rem
ed

ies in this case w
ill

be either to disable this selection or to significantly increase the p
rescale factor.

M
ech

an
ism

s fo
r ad

ap
tatio

n

From
 an op

erational point of view
, changes to pre-scale values m

ust be sim
ple and

 quick,
w

hereas changes to threshold
 valu

es m
ight im

ply m
ore com

plex re-initialization procedu
res.

C
hanges in the prescale factors could be d

one dynam
ically in an autom

ated
 fashion, how

ever, it
m

ight be preferable to perform
 these changes less frequently in ord

er to sim
p

lify the calcu
lation

of integrated lum
inosities for cross-section m

easurem
ents.

O
th

er rem
ark

s

T
he above list of changes in cond

itions is obviou
sly incom

p
lete and there w

ill be m
any outsid

e
cau

ses for changes to a stable operation, to w
hich the online selection has to react and

 ad
apt in

ord
er to p

reserve the physics coverage of A
T

LA
S.

4.6
D

eterm
ination of trig

ger efficien
cies

A
s far as possible, trigger efficiencies should be d

erived from
 the data. In this section, only a

few
 basic ideas w

ill be d
escribed

, m
ore d

etails need
 to be w

orked out, e.g. ad
d

ressing the statis-
tical precision that can be obtained

 on the efficiency determ
ination. N

o explicit d
istinction be-

1.
A

 coast is the p
eriod

 w
hen there is beam

 after a m
achine fill.
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tw
een LV

L
1 and

 the H
LT

 selections w
ill be m

ade, although the efficiency d
eterm

ination w
ill be

d
one separately for each trigger (sub-)level as w

ell as globally. Fu
rtherm

ore, the efficiency of the
selection m

ust be m
onitored carefu

lly throu
ghou

t the lifetim
e of A

T
L

A
S, w

hich im
plies that

low
-threshold triggers, from

 w
hich the efficiencies are calcu

lated
, have to be kept running w

ith
p

re-scale factors set to provid
e sufficient statistical p

recision. In the follow
ing, a qu

alitative
overview

 of various possible proced
ures is given. The em

phasis w
ill be on trying to d

eterm
ine

the efficiencies in several w
ays, in ord

er to m
inim

ize system
atic uncertainties.

B
o

o
tstrap

 p
ro

ced
u

re

O
ne p

ossibility is a ‘bootstrap’ proced
ure, starting off w

ith a selection of m
inim

um
-bias events

and using those to stud
y the tu

rn-on cu
rve for very low

-E
T  triggers on jets, electrons, photons,

m
uons, and

 so on. N
ext, the turn-on curves for electron triggers w

ith higher E
T  threshold

s, for
exam

p
le, are stu

died
 using sam

ples of events selected
 by an electron trigger w

ith the low
er (and

thus alread
y understood

) threshold
. T

he sam
e hold

s for all other object typ
es.

S
electio

n
 o

f o
b

jects b
y in

d
ep

en
d

en
t sig

n
atu

res

For the H
LT, it w

ill be possible to foresee selection of objects by ind
ep

end
ent signatu

res in ord
er

to stu
dy the trigger efficiency of a p

articu
lar step

 in the selection sequence, e.g. by selecting a
sam

p
le w

ith high-p
T  inner-d

etector tracks in ord
er to stud

y the calorim
eter or the m

uon trigger
selections in m

ore d
etail. G

iven the absence of a track trigger at LV
L

1, this w
ill not be possible

for the first stage of the selection. 

D
i-o

b
ject sam

p
les

A
 further possibility is to use di-object sam

p
les w

hich have been selected
 online by an inclusive

single-object requ
irem

ent and
 then reconstru

cted
 offline. These events can be used

 to stud
y the

trigger response for the second object, w
hich w

as not required for the online selection. Exam
-

p
les of sam

ples that can be u
sed

 to stu
dy the lepton-trigger efficiences are Z

→
ll decays w

hich
are plentifully produ

ced
, and

 also J/ψ
→

ll or the Υ
→

ll decays w
hich m

ight prove very u
seful

for the region of low
er transverse m

om
enta. The sam

e technique can be ap
plied

 to events w
here

the tw
o objects are of d

ifferent typ
es. For exam

ple, events w
ith Z

→
ll plus jets cou

ld
 be u

sed
 to

m
easu

re the efficiency of the jet trigger.

R
eq

u
ired

 statistics

It cannot be em
phasized

 enou
gh that the am

ount of d
ata need

ed
 to obtain a proper und

erstand-
ing of the online selection is not going to be negligible in the start-u

p phase and
 indeed

throu
ghou

t the lifetim
e of A

TL
A

S. H
ow

ever, it w
ill p

lay an im
portant role in assu

ring the po-
tential of the experim

ent for d
iscoveries and p

recision physics m
easurem

ents. A
 detailed

 as-
sessm

ent of the expected
 need

s w
ill be d

one in the next coup
le of years. In the present m

enus
only 10%

 of the total rate of the H
LT is assigned

 to such triggers, w
hich is sm

aller than the frac-
tions used

 by cu
rrent running experim

ents and
 m

ight not be sufficient. D
uring Tevatron R

un I,
as m

u
ch as 30%

 of the accep
ted triggers at the second stage for C

D
F w

ere pre-scaled
 physics

(and
 calibration) triggers. In the case of D

0, for the highest lum
inosities, about 20%

 of the trig-
gers w

ere pre-scaled and
 about 25%

 w
ere m

onitoring and
 calibration triggers. Since D

0 kept all
threshold

s fixed d
uring a m

achine coast and
 only ad

justed
 the pre-scale factors to alw

ays fill u
p

the available band
w

id
th, the fraction of pre-scaled triggers increased tow

ard
s the end of coast,

w
here it could

 m
ake u

p to 90%
 of the total rate.

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

50
4

  P
hysics selection strategy

4.7
R

eferen
ces 

4-1
A

T
LA

S D
etector and P

hysics P
erform

ance T
D

R
, C

E
R

N
/

L
H

C
C

/
99-14 an

d
 99-15 (1999)

4-2
A

T
LA

S First-Level Trigger T
D

R
, C

E
R

N
/

L
H

C
C

/
98-14 (1998)

4-3
A

T
LA

S H
LT, D

A
Q

 and D
C

S Technical P
roposal, C

E
R

N
/

L
H

C
C

/
2000-017 (2000)

4-4
T. Schoerner-Sad

eniu
s and

 S. Tap
p

rogge (ed
s.), A

T
LA

S Trigger M
enus for the LH

C
 Start-up 

P
hase, A

T
L

-C
O

M
-D

A
Q

-2003-007

4-5
T

he C
D

F II D
etector Technical D

esign R
eport, FE

R
M

IL
A

B
-P

u
b-96/

390-E
 (1996)



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

5
  A

rchitecture
51

5
A

rchitecture

T
his chapter add

resses the architecture of the A
T

LA
S H

LT/
D

A
Q

 system
. It starts w

ith a de-
scrip

tion of how
 the H

LT
/

D
A

Q
 system

 is positioned w
ith respect to both the other system

s of
the exp

erim
ent and

 external system
s su

ch as the LH
C

 m
achine and C

E
R

N
 technical services.

T
his is follow

ed
 by a d

escription of the organisation of the H
LT

/
D

A
Q

 system
 in term

s of the
functions it provid

es and
 how

 they are organised
 in term

s of sub-system
s.

T
he system

 architecture, represented
 in term

s of im
p

lem
entation indep

end
ent com

ponents,
each associated

 to a specific function, and their relationships is then presented
, together w

ith
the m

apping of the H
LT/

D
A

Q
 sub-system

s onto the architecture. T
his generic architecture has

also been u
sed

 to evaluate the overall system
 cost, discussed

 in C
hap

ter
16. Finally, the concrete

im
plem

entation (baseline) of the architectu
re is d

escribed
.

5.1
TD

A
Q

 co
ntext

T
he context d

iagram
 of the H

LT/
D

A
Q

 is show
n in Figure

5-1. It illustrates the inter-relations
betw

een the H
LT/

D
A

Q
 system

 seen as a w
hole and

 elem
ents external to it w

hich are d
irectly

related to d
ata acquisition and

 triggering. It also illu
strates the typ

e of data w
hich is exchanged

in each case. T
he associated

 interfaces are introd
uced in Section

5.2.3, and
 d

iscu
ssed

 in m
ore de-

tail in Part 2 of the present d
ocu

m
ent.

T
he LV

L1 trigger p
rovides LV

L
2 w

ith R
oI d

ata need
ed

 to guid
e the LV

L2 selection and
 process-

ing; this interface is d
iscu

ssed in d
etail in Part 2. T

he T
TC

 system
 [5-1] p

rovides signals associat-
ed

 w
ith events that are selected

 by the LV
L

1 trigger. R
O

D
s associated

 w
ith the d

etectors provid
e

event fragm
ents for all events that are selected

 by the LV
L

1 trigger. In ad
d

ition, the LV
L1 sys-

tem
 contains R

O
D

s w
hich provid

e LV
L1 trigger-d

ecision d
ata to be read

 out for the selected
bu

nch crossings. The LV
L

1 trigger system
, the T

T
C

 system
 and

 all the R
O

D
 system

s need
 to be

configured
 by the D

A
Q

 system
, e.g. at the start of each run. T

hese com
p

onents are show
n in

Figure
5-1.

Interfaces to external system
s are also illustrated in Figu

re
5-1. T

hese connect to the L
H

C
 m

a-
chine, e.g. to exchange inform

ation on beam
 param

eters, to the d
etectors, e.g. to control voltag-

es, to the exp
erim

ental infrastructu
re, e.g. to m

onitor tem
p

eratures of racks, and
 to the C

ER
N

technical infrastructure (such as the rack cooling w
ater sup

ply). T
he T

D
A

Q
 interface for all

these external system
s is the D

C
S. A

lso show
n are the interfaces relating to: long-term

 storage
of event d

ata retained
 by the H

LT
 prior to offline analysis, and

 non-event d
ata w

hich have to be
stored

: alignm
ent and calibration constants, configuration p

aram
eters, etc.

5.2
H

LT/D
A

Q
 fun

ctio
nal analysis

T
his section analyses the H

LT
/

D
A

Q
 system

 in term
s of the basic required

 functions, the build-
ing blocks and

 su
b-system

s w
hich provid

e these fu
nctions and their internal and

 external inter-
faces.
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5.2.1
F

un
ction

al decom
po

sition

T
he H

LT
/D

A
Q

 system
 provides the A

T
L

A
S experim

ent w
ith the capability of: m

oving the d
e-

tector d
ata, e.g. physics events, from

 the d
etector to m

ass storage; selecting those events w
hich

are of interest for physics stud
ies; and

 controlling and
 m

onitoring the w
hole exp

erim
ent.

T
he follow

ing fu
nctions are identified

:

•
D

etector readout : for events, i.e. bu
nch crossings, selected by the LV

L
1 trigger, the d

ata
associated

 w
ith the relevant bunch crossing, are passed

 through detector-specific m
od

-
u

les (R
O

D
s) w

hich arrange them
 in form

atted
 event fragm

ents before sending them
 on to

the H
LT

/D
A

Q
 system

. A
n event arriving at the inp

ut to the H
LT

/
D

A
Q

 system
, i.e. at the

R
O

Bs, is therefore split in a nu
m

ber of fragm
ents. Q

uantitatively, there are ~1600 R
O

D
s

each of w
hich sends one event fragm

ent per event i.e. at the LV
L

1 rate of up
 to 100

kH
z.

•
M

ovem
ent of event data: event fragm

ents bu
ffered

 in the R
O

Bs have to be m
oved

 to the
H

LT
 and

, for selected
 events, to m

ass storage. T
his is a com

plex process w
hich involves

both m
oving sm

all am
ou

nts (typically ~
2%

 of the full event) of d
ata per event at the LV

L
1

trigger rate (the region-of-interest data for the LV
L

2 trigger) and
 the fu

ll event, i.e.
~

1.5
M

byte, at the rate of the LV
L2 trigger (few

 kH
z).

•
E

vent selection and storage : the H
LT system

 is responsible for red
ucing the rate of events,

and
 selecting those p

otentially of interest for offline analysis. E
vents selected

 by the H
LT

system
 are w

ritten to p
erm

anent storage for offline reconstru
ction and analysis. T

he d
ata

rate for selected
 events shou

ld
 not exceed

 a m
anageable level of a few

 hu
nd

red
 M

byte/
s.

F
ig

u
re

5-1  C
ontext diagram

L
H

C
m

achine
C

E
R

N
infrastructure

D
etectors

M
agnet

D
SS

D
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D
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L
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L
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L
1

T
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H
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C
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C
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E
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E
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•
C

ontrols: TD
A

Q
 and

 detector online control inclu
des the capability to configure, op

erate
and control the exp

erim
ent (d

etector, infrastru
ctu

re, T
D

A
Q

) d
u

ring d
ata-taking, in testing

and calibration runs and
 also to control certain vital service system

s w
hich rem

ain active
in periods w

hen m
ost of the d

etector and
 the LH

C
 are shut dow

n.

•
M

onitoring: online m
onitoring includ

es the capability to m
onitor the state and

 behaviou
r

(operational m
onitoring), and

 the perform
ance (d

etector and
 physics m

onitoring) of all
p

arts of A
T

L
A

S both d
uring p

hysics d
ata-taking and w

hen calibration and
 testing opera-

tions are in progress.

5.2.2
H

LT
/D

A
Q

 bu
ild

ing
 blo

cks and
 sub

-system
s

T
he H

LT/
D

A
Q

 system
 is d

esigned
 to p

rovide the above fu
nctions using the follow

ing building
blocks:

•
R

O
D

 crate D
A

Q
. This is the build

ing block w
hich provid

es the D
A

Q
 for a R

O
D

 crate.
D

u
ring detector com

m
issioning, d

ebugging or testing it allow
s d

ata-taking to be per-
form

ed on a single R
O

D
 crate. It is itself built from

 the build
ing blocks d

escribed in the
follow

ing paragraphs and
 is thus an integral part of the overall D

A
Q

 system
, i.e. d

uring
norm

al experim
ent operations R

O
D

 crate D
A

Q
 is operated

 as an integral part of the over-
all D

A
Q

.

•
R

eadout. T
he R

ead
out is a bu

ild
ing block associated

 to functions of d
etector read

out and
the m

ovem
ent of event d

ata. It provid
es for the receiving and

 bu
ffering of event frag-

m
ents com

ing from
 the R

O
D

s. The dep
th of the required

 buffers is d
eterm

ined
 by the d

u-
ration of the LV

L
2 p

rocessing, plus the d
uration of event build

ing (for events accep
ted by

LV
L2) and

 the tim
e taken to rem

ove 1 the events from
 the system

. In ad
d

ition, the R
eadou

t
p

rovides a su
b-set of the bu

ffered
 event fragm

ents to the LV
L

2 trigger and all 2 event frag-
m

ents to the event bu
ild

ing.

It is also provid
es the first stage in the H

LT
/D

A
Q

 w
here event fragm

ents from
 m

ore then
a single R

O
D

 can be coherently sam
pled

 (w
ith respect to the EL

1ID
) for the provision of

M
onitoring fu

nctionality.

•
LV

L
2 processing . A

s outlined in C
hapter

1, the LV
L2 trigger uses the R

oI m
echanism

 [5-1]
to selectively read

 out only the p
arts of each event that it need

s to m
ake the selection.

Starting from
 R

oI inform
ation supplied

 by the LV
L1 trigger, app

ropriate event fragm
ents

are requested
 from

 the R
ead

out and
 u

sed
 to d

ecid
e on the accep

tance or rejection of the
event. E

vent fragm
ents are requested

 on the basis of the LV
L

1 event identifier and
 the η−

φ region. T
he selection process m

ay m
ake several requests for data, but events are rejected

im
m

ed
iately one of the algorithm

ic criteria is not m
et.

•
R

oI C
ollection : T

his is the bu
ild

ing block w
hich, in conjunction w

ith the R
eadou

t, pro-
vid

es the m
ovem

ent of a sub-set of event d
ata to the LV

L
2 p

rocessing. It m
ap

s the η−φ re-
gion into R

ead
ou

t id
entifiers, collects the event fragm

ents from
 the R

eadou
t and

 provides
the LV

L
2 processing w

ith the resulting single d
ata structure representing the R

oI d
ata.

1.
A

n event is rem
oved

 from
 the R

O
S if it is rejected

 by the L
V

L
2 and

 then follow
ing the com

pletion of the
event bu

ild
ing p

rocess for those events w
hich w

ere accepted
 by the L

V
L

2.

2.
It is also foreseen that the qu

antity of event fragm
ents sent to the event bu

ild
ing m

ay d
epend

 on the typ
e

of event.
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•
E

vent B
uilder: This build

ing block p
rovides, for those events passing the LV

L
2 processing

selection criteria, for the m
ovem

ent of the event fragm
ents out of the R

O
S. It build

s, bu
ff-

ers and
 form

ats the com
plete event as a single d

ata structure. Follow
ing the bu

ild
ing of

the event the EB
 subsequ

ently provid
es the events to the Event Filter.

It is also the first stage in the H
LT

/D
A

Q
 w

here com
plete event fragm

ents m
ay be sam

-
pled

 for the provision of M
onitoring functionality.

•
E

vent Filter : T
his final level of event rate and

 d
ata volum

e red
u

ction. W
ith the LV

L
2

processing they p
rovid

e the E
vent selection fu

nctionality described in Section
5.2.1. It ex-

ecutes com
p

lex selection algorithm
s on com

p
lete events w

hich are provid
ed

 to it by the
E

vent Bu
ild

ing. It also provides an ad
ditional p

oint in the H
LT

/D
A

Q
 w

here com
p

lete
events m

ay be used foe the p
urp

oses of m
onitoring.

•
C

ontrols : This is the build
ing block that p

rovides the configuration, control and
 m

onitor-
ing of the A

TL
A

S experim
ent for and

 d
uring the process of d

ata taking. In conjunction
w

ith the D
etector control and

 m
onitoring (see below

) it provid
es the control functionality.

•
D

etector control and m
onitoring: T

he d
etector is brou

ght to and m
aintained

 in an opera-
tional state by this bu

ild
ing block. It also p

erform
s the m

onitoring of the state of the d
e-

tector 
using 

the 
inform

ation 
p

rovided
 

by 
d

etector 
sensors, 

e.g. 
flow

 
m

eters 
and

tem
perature m

onitors. In ad
dition it receives and

 m
onitors inform

ation p
rovid

ed
 to A

T
-

L
A

S by external system
s, e.g. the LH

C
 m

achine, C
E

R
N

 technical infrastru
ctu

re.

•
Inform

ation services . This build
ing block provid

es for the exchange of inform
ation be-

tw
een the C

ontrols bu
ild

ing block and
 all other bu

ild
ing blocks for the purposes of con-

figuration, control and
 m

onitoring. It provid
es inform

ation m
anagem

ent, error handling
and

 w
ith m

aking available event fragm
ents, sam

p
led

 by the R
ead

out and
 E

vent B
uild

ing,
for the p

urp
ose of event-d

ata-based
 operational m

onitoring of the detector. 

•
D

ata bases . Sim
ilarly to the Inform

ation services this is a build
ing block that supp

orts the
C

ontrols and
 D

etector control and
 m

onitoring bu
ild

ing blocks w
ith respect to p

rovid
ing

the fu
nctionality of configuration. It provid

es for experim
ent’s configu

ration d
escription

and
 its access by all building blocks other build

ing. In ad
d

ition, it allow
s the record

ing
and

 accessing of inform
ation pertaining to the exp

erim
ents operation du

ring d
ata-taking.

5.2.3
H

LT/D
A

Q
 Interfaces

T
he H

LT
/

D
A

Q
 system

 interfaces to a variety of other su
bsystem

s insid
e A

T
LA

S, as w
ell as ex-

ternal system
s w

hich are not und
er the experim

ent’s control. T
he follow

ing sub-sections d
e-

scribe these interfaces w
ith p

articu
lar reference to the system

s being connected
, the interface

responsibilities and
 the data exchanged

 across the interface. R
eferences to m

ore d
etailed

 docu-
m

entation on the interfaces, includ
ing d

ata form
ats are also given.

T
he interfaces can be sp

lit into tw
o classes, those to other system

s in A
TL

A
S, and

 those to exter-
nal system

s. Table
5-1 sum

m
arizes the characteristics on these interfaces.
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5.2.3.1
In

terfaces to
 oth

er parts of A
T

LA
S

5.2.3.1.1
LV

L1–LV
L2 trigger interface

A
lthough p

art of the T
D

A
Q

 system
, the LV

L1 trigger is an external subsystem
 from

 the p
oint of

view
 of the D

A
Q

 and the H
LT

 com
p

onents.

A
 direct interface from

 the LV
L

1 trigger is provid
ed

 through the R
oIB w

hich receives d
ata from

all of the LV
L

1 subsystem
s, the C

alorim
eter trigger, the M

uon trigger and
 the C

TP
 for events re-

tained by LV
L

1. T
his inform

ation is com
bined

 on a per-event basis insid
e the R

oIB, at the LV
L

1
rate, and passed

 to the supervisor of the LV
L

2 system
, the L

2SV. T
he interface has to run at full

LV
L1 speed

, i.e. u
p to 100

kH
z. T

he d
etailed

 specification of the LV
L

1–LV
L

2 interface is de-
scribed

 in R
ef. [5-2]. 

A
s m

entioned
 above, there are R

O
D

s associated w
ith the LV

L
1 trigger that receive detailed in-

form
ation on the LV

L1 processing, e.g. interm
ediate results, for the events that are selected

. The
d

ata from
 the corresp

ond
ing R

O
B

s are includ
ed in the event that is bu

ilt follow
ing a LV

L
2-ac-

cept d
ecision and

 is therefore accessible for the E
vent Filter processing.

Trigger control signals generated
 by the LV

L
1 trigger are interfaced to the rest of the T

D
A

Q
 sys-

tem
, as w

ell as the detector readou
t system

s, by the T
T

C
 system

 w
hich is d

ocu
m

ented
 in detail

in [5-1].

5.2.3.1.2
D

etector specific triggers 

For test beam
s, d

u
ring integration, installation and

 com
m

issioning, and
 also for calibration

ru
ns, it w

ill be necessary to trigger the D
A

Q
 for a su

b-set of the fu
ll system

, i.e. a partition, inde-
p

end
ent of the LV

L
1 C

TP
 and

 LV
L

2, in parallel w
ith other ongoing activities. D

etectors are pro-
vided

 w
ith L

ocal Trigger processors (LT
P

) [5-3] w
hich offer necessary com

m
on functions for

such ru
nning ind

epend
ently of the LV

L
1 C

T
P. Triggers provided

 ind
epend

ently of the C
T

P are
referred

 to as d
etector-specific triggers. A

 D
FM

 is need
ed

 for each partition to initiate the build-
ing of partial events in that partition.

Tab
le

5-1  O
verview

 of interfaces betw
een H

LT
/D

A
Q

 and other A
T

LA
S

 or external system
s

In
terface

D
ata R

ate
D

ata Vo
lu

m
e

D
ata Typ

e

LV
L

1–LV
L

2
100

kH
z

~
1

kB
/

event
R

oI d
ata

D
etector specific trigger

few
 kH

z
few

 w
ord

s
Trigger signals

LV
L

1 &
 D

etector Front-
end

s
100

kH
z

~
150

G
byte/

s
R

aw
 d

ata

D
etector M

onitoring
few

 H
z

few
 M

byte/
s

R
aw

, p
rocessed

 and
 

control d
ata

C
ond

itions D
atabase

Interm
ittent

~
100

M
byte/

ru
n

System
 statu

s

M
ass Storage Interface

~
300

H
z

~
450

M
byte/

s
R

aw
 d

ata +
 LV

L
2 and

 
E

F resu
lts
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A
ny d

etector-specific trigger w
ill com

m
u

nicate via the T
T

C
 system

 w
ith its correspond

ing
D

FM
. T

he D
FM

 com
ponent therefore requires a T

T
C

 inp
ut and

 a m
od

e w
here it w

ill w
ork ind

e-
pendently from

 LV
L

2. A
 back-pressure m

echanism
 throttles the d

etector specific trigger via the
R

O
D

-bu
sy tree.

5.2.3.1.3
Interface to the detector front-ends

T
he detector front-end system

s provid
e the raw

 data for each event that LV
L

1 accepts. T
he d

e-
tector sid

e of the interface is the R
O

D
, w

hile the T
D

A
Q

 side is the R
O

B
. T

he connection betw
een

the tw
o is the R

O
L.

From
 the point of view

 of the d
etector, i.e. R

O
D

, the interface follow
s the S-L

IN
K

 sp
ecification

([5-4]). Im
p

lem
entation d

etails of the R
O

L
 can change as long as this sp

ecification is follow
ed

.
A

ll R
O

D
s supp

ort a stand
ard m

ezzanine card
 to hold the actu

al interface, either d
irectly or on a

rear-transition m
odu

le. D
ata flow

 from
 the R

O
D

s to the R
O

B
s, w

hile only the link flow
 control

is available in the reverse d
irection.

T
his interface has to w

ork at the m
axim

um
 possible LV

L
1 accept rate, i.e. u

p to 100
kH

z and at
160

M
B

yte/
s. 

5.2.3.1.4
T

D
A

Q
 access to the C

onditions D
atabases

T
he conditions d

atabases are expected
 to com

e from
 an L

H
C

 C
om

puting G
rid

 ap
plications area

project, w
ith any A

TL
A

S-sp
ecific im

plem
entation su

pported by the O
ffline Softw

are group. T
he

O
nline Softw

are system
 w

ill p
rovide interfaces to the cond

itions d
atabases for all T

D
A

Q
 sys-

tem
s and

 d
etector ap

plications w
hich require them

 online. It rem
ains to be stud

ied
 how

 access-
ing the cond

itions d
atabase w

ill affect the H
LT

 perform
ance itself and

 how
 frequ

ently su
ch

access w
ill need

 to occu
r. T

his is an area that w
ill be add

ressed in m
ore d

etail in the offline com
-

pu
ting T

D
R

 w
hich is cu

rrently planned
 to be published

 in 2005.

T
he cond

itions d
atabase w

ill store all tim
e-varying inform

ation of the A
T

L
A

S detector that is re-
quired

 both for reconstru
cting and

 analysing the d
ata offline and

 for analysing and m
onitoring

the tim
e variation of d

etector param
eters and

 perform
ance. C

om
ponents of the H

LT
/D

A
Q

 sys-
tem

 w
ill w

rite inform
ation into the d

atabase and
 read

 from
 it. In m

ost cases read
 access w

ill oc-
cu

r at configu
ration tim

e, bu
t the H

LT
 m

ay need
 to access the d

atabase m
ore often.

5.2.3.1.5
M

ass S
torage

E
vents that have passed

 the E
F w

ill be w
ritten to m

ass storage. T
he design and

 sup
port of the

m
ass storage service w

ill be centrally provid
ed at C

E
R

N
. H

ow
ever, in the first step of d

ata stor-
age, the Sub Farm

 O
u

tpu
t (SFO

) com
ponent w

ill stream
 d

ata d
irectly to files on local d

isks.
T

hese w
ill be large enough to accom

m
od

ate typically a d
ay of autonom

ous A
T

L
A

S d
ata-taking

in the event of failures in the netw
ork connecting A

T
LA

S to the C
E

R
N

 m
ass storage system

, or
possible failu

res in the offline p
rom

pt reconstruction system
. T

he event-d
ata files are stored in a

stand
ard

 form
at (see [5-5] and

 [5-6]) and
 libraries are provided

 to read
 these files in offline ap-

plications. In norm
al ru

nning, data w
ill be continuously sent from

 the local d
isk storage to the

C
E

R
N

 m
ass storage system

.
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5.2.3.2
E

xtern
al in

terfaces

5.2.3.2.1
Interface to the LH

C
 m

achine, safety system
s and the C

E
R

N
 technical infrastructure

A
ll com

m
u

nications betw
een: the L

H
C

 m
achine; the general safety system

s; the C
ER

N
 techni-

cal infrastru
ctu

re; the d
etector safety system

; the m
agnets and

 the TD
A

Q
 are d

one via D
C

S,
w

ith the excep
tion of fast signals (such as the L

H
C

 40
M

H
z clock and orbit signal) that are han-

d
led in the LV

L
1 trigger. T

hese com
m

u
nication m

echanism
s and interfaces are d

escribed
 in

C
hapter

11.

5.3
A

rchitectu
re o

f th
e H

LT
/D

A
Q

 system

T
his section presents the global architecture of the A

T
L

A
S H

LT
/D

A
Q

 system
. The architecture

bu
ild

s up
on the w

ork p
resented

 in previous d
ocum

ents that w
e have subm

itted
 to the L

H
C

C
:

the A
TL

A
S Technical Prop

osal [5-7], the D
A

Q
, E

F, LV
L

2 and
 D

C
S Technical Progress R

ep
ort [5-

8] and
 the D

A
Q

/D
C

S/H
LT

 Technical P
rop

osal (T
P

) [5-9], and
 further d

eveloped
 by the require-

m
ents and

 perform
ance stu

dies, d
esign, and

 d
evelopm

ent of prototypes and
 their exploitation

in test beam
s, w

hich has been d
one since the TP. Table

5-2 su
m

m
arizes the perform

ance re-
quired

 from
 the d

ifferent T
D

A
Q

 system
 functions.

T
he num

bers p
resented

 in this table are given based
 on a 100

kH
z LV

L
1 accept rate (w

e recall
that the A

TL
A

S baseline assu
m

es a LV
L

1 accept rate of 75
kH

z, upgradeable to 100
kH

z), and
therefore rep

resent an upp
er lim

it in the required
 d

esign and
 p

erform
ance capabilities of the

system
. D

etailed
 sim

u
lation of the LV

L
1 trigger (see Section

13.5) conclud
e that its accept rate at

L
H

C
 start-u

p lum
inosity (2

×
10

33
cm

−2
s −1) w

ill be ~25
kH

z. Sim
ulation of the LV

L2 trigger at
this lum

inosity ind
icate a rejection factor of ~30. T

his rejection has been linearly extrapolated
 to

100
kH

z to give the nu
m

bers in the table. This is probably a pessim
istic assum

ption (see SE
C

-
T

IO
N

 14.x). T
he rate at the outp

ut of the E
F is, how

ever, quoted
 as that exp

ected
 from

 the above
sim

u
lations. T

he ou
tpu

t capacity of the E
F could

 be increased
, bu

t w
ill be lim

ited
 finally by of-

fline data p
rocessing and

 storage cap
abilities

T
he architectu

re is p
resented

 follow
ing the functional breakd

ow
n given in the p

reviou
s sec-

tions. T
he architectural com

ponents are described
 from

 the fu
nctional point of view

, w
ithou

t
reference to p

ossible im
p

lem
entations at this stage. T

he baseline im
plem

entation of this archi-
tectu

re is presented
 in Section

5.5.

Tab
le

5-2  R
equired system

 perform
ance capabilities for 100

kH
z LV

L1 accept rate

F
u

n
ctio

n
In

p
u

t req
u

irem
ents

O
u

tpu
t requ

irem
en

ts

D
etector read

ou
t

~
1600 event fragm

ents of size 
typ

ically 1
K

byte at 100
kH

z 
Few

 p
er cent of inpu

t event 
fragm

ents to LV
L

2 at 100
kH

z;
~

1600 event fragm
ents at a few

 kH
z 

to E
B

L
evel-2

Few
 p

er cent of event fragm
ents at 

100
kH

z
100

kH
z d

ecision rate (~
3

kH
z 

accep
t rate)

E
vent B

u
ild

er
~

1600 event fragm
ents at ~

3
kH

z
~

3
kH

z at ~
4.5

G
byte/

s

E
vent Filter

~
3

kH
z /

 ~
4.5

G
byte/

s
~

300
H

z /
 ~

450
M

byte/
s

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

58
5

  A
rchitecture

5.3.1
A

rch
itectural com

po
nen

ts

Figu
re

5-2 d
epicts the architectural com

ponents defined
 in the follow

ing text.

5.3.1.1
D

etecto
r read

ou
t

T
he com

m
unication link from

 the d
etector read

out u
nits (R

O
D

s), to the R
O

B
s is the R

O
L

. E
ach

R
O

L carries one R
O

D
 fragm

ent per event. T
he R

O
L

 m
ust be able to transport data at a rate

equ
al to the average event fragm

ent size tim
es the m

axim
um

 LV
L

1 rate (possibly up
 to

160
M

byte/s) —
 in the calcu

lation, the average event fragm
ent size should

 be taken as the aver-
age over LV

L
1 triggers for the R

O
D

 that sees the largest event fragm
ents on average.

R
O

Bs are the m
em

ory buffers located
 at the receiving end

 of the R
O

L
s, there being one R

O
L

 as-
sociated to one R

O
B

. Several (typically tw
o or four) R

O
B

s are physically im
plem

ented
 on a

R
O

Bin card
 and

 several R
O

B
ins can be located

 in a R
O

S —
 the num

ber d
epend

ing on the im
ple-

m
entation op

tion (see Section
5.5.4). T

he R
O

S and
 its com

ponent R
O

B
s provid

e tw
o functions:

bu
ffering event d

ata and
 serving requ

ests for event d
ata from

 the H
LT.

F
ig

u
re

5-2  G
eneral architectural com

ponents and their relations

Online Database and Information Services

C
ontrols

L
ink to

TDAQ and Detector Controls

Services
O

nline
L

ink to

SFIs

D
FM

L
2SV

s

R
oIB

L
V

L
2 &

 E
B

N
etw

orks

L
V

L
1

R
O

D
s

R
O

B
R

O
B

L
2Ps

M
ass Storage

SFO
s

E
FPU

s

O
ffline

C
onditions

D
atabase

System
s

E
xternal

R
O

S

R
oIs

R
O

L
s
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T
he R

O
B

ins are of a unique d
esign used by all the A

TL
A

S su
b-detectors 1. T

he d
etector event

fragm
ents are sent from

 the R
O

D
s and

 stored
 in the R

O
B

s. O
ne or m

ore event fragm
ents m

ay be
stored

 in a single R
O

Bin for the sam
e event. T

he R
O

B
s buffer the event fragm

ent for the tim
e

needed
 by LV

L2 to reject or select the event.

T
he R

O
S is the com

p
onent for serving d

ata from
 the R

O
Bs to LV

L2 and the E
B

. In order to re-
d

uce the nu
m

ber of connections into the LV
L

2 and
 E

B
 netw

orks it funnels a num
ber of R

O
Bs

into a single port for each netw
ork. T

his R
O

B
 m

ultiplexing capability is know
n as the R

O
B

-R
O

S
m

erging (R
R

M
) function

. T
he R

O
S also inclu

des a softw
are local controller of the online soft-

w
are (see Section

10.5), for the pu
rpose of controlling d

ata taking and
 local m

onitoring.

5.3.1.2
LV

L2

T
he LV

L2 trigger uses R
oI inform

ation, provid
ed by LV

L1 via the R
oIB

, to request relevant
event fragm

ents from
 the R

O
S’s (at the granularity of ind

ivid
ual R

O
Bs). U

sing these d
ata, it

p
rod

uces a d
ecision on the event and d

elivers the d
ecision together w

ith d
ata it produ

ced
 d

ur-
ing its algorithm

ic p
rocessing back to the D

ata Flow
 com

ponents.

T
he R

oIB
 receives inform

ation from
 LV

L
1 follow

ing each LV
L1 trigger, allocates a LV

L2 Su
per-

visor (L2SV
 - see below

) for the event, and
 transm

its aggregate LV
L1 inform

ation, after form
at-

ting, to the allocated
 su

pervisor. T
he R

oIB
 w

ill run at the rate of the LV
L1 trigger. T

he L2SV
 then

assigns, according to a load
-balancing algorithm

, a LV
L

2 Processor (L
2P) from

 a pool u
nd

er its
control to process the event, and

 forw
ard

s the LV
L

1 inform
ation provid

ed
 by the R

oIB
 to an

event hand
ling p

rocess, the LV
L

2 p
rocessing u

nit (L
2PU

), ru
nning on the L2P. T

he L
2PU

, u
sing

this LV
L

1 inform
ation, requests event fragm

ents from
 the R

O
S, processes the R

oI d
ata, and

m
akes a d

ecision to accept or reject the event. In the course of processing the event d
ata, ad

d
i-

tional requests for event fragm
ents m

ay be issu
ed in several steps. T

he L
2P

U
 m

ay, accord
ing to

a pre-d
efined

 algorithm
, d

ecid
e to flag for accept, events w

hich have in fact been rejected
 by the

algorithm
 processing. T

his w
ou

ld
 be done in ord

er to m
onitor the LV

L
2 selection process either

in the E
F or offline. The final accep

t/reject decision is sent back to the L
2SV. If an event is reject-

ed
, the d

ecision is passed
 to the R

O
S via the D

FM
 in ord

er to rem
ove the event from

 the R
O

Bs.
If an event is accepted

, the decision is forw
arded

 to the D
FM

, w
hich then initiates the event

bu
ild

ing op
eration for the event.

A
 sw

itching netw
ork, the L2N

 (LV
L

2 N
etw

ork) com
p

onent, links the R
O

S’s, the L2SV
 and

 the
L

2Ps. T
he L

2Ps w
ill be organized

 into su
b-farm

s in a m
anner w

hich optim
izes the use of the

L
2N

.

O
nline softw

are local controllers are associated
 to the R

oIB
, the L

2SV
s and L

2P su
b-farm

s, for
the pu

rpose of controlling and
 m

onitoring the LV
L2 trigger. 

5.3.1.3
E

vent B
uilder

E
vents accepted

 by LV
L

2 are fully assem
bled and form

atted
 in the E

B
’s destination nod

es, the
SFIs. T

he D
FM

 com
p

onent is inform
ed by the L

2SV
 of the LV

L
2 d

ecision. For each accepted
event, the D

FM
, accord

ing to a load
-balancing algorithm

 and other selective allocation consid-

1.
C

ontrary to the R
O

D
, w

hich is a sp
ecialised

 d
etector-sp

ecific m
od

u
le, there is a single R

O
B

in im
p

lem
en-

tation for the w
hole exp

erim
ent. R

O
D

s for the d
ifferent d

etectors im
plem

ent d
etector-d

ep
end

ent fu
nc-

tions. For exam
ple, d

igital signal processing is im
plem

ented
 in the case of the L

A
r sub-detector.
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erations (e.g. special triggers and
 m

onitoring - see below
), allocates an SFI. For rejected

 events
and

 for events w
hich have been successfully bu

ilt, the D
FM

 initiates a p
roced

ure to clear these
events in the R

O
Ss.

W
hen the LV

L2 system
 is not in u

se, for exam
ple d

uring a detector calibration run, the D
FM

provid
es a LV

L
2-bypass m

echanism
. It is inform

ed
 w

hen new
 events are available for build

ing,
d

irectly by the LV
L1 C

T
P system

 or the Local Trigger Processor (see Section
5.2.3.1.2) of the d

e-
tector being calibrated

, via the T
TC

 netw
ork. In the event of several T

D
A

Q
 p

artitions being run
in parallel, each ru

nning partition has a d
ed

icated
 D

FM
 for event bu

ild
ing initiation w

ithin that
partition.

T
he D

FM
 has the ad

d
itional capability to assign SFIs on the basis of pre-d

efined
 criteria, e.g.

forced
-accep

ted
 LV

L
2 events, special LV

L
1/

LV
L

2 trigger typ
es (as d

efined by the d
etector sys-

tem
s), the LV

L1 or the LV
L

2 triggers etc.

T
he SFI allocated

 by the D
FM

 requ
ests and

 receives event d
ata from

 the R
O

Ss, bu
ild

s and for-
m

ats the event in its m
em

ory. It notifies the D
FM

 w
hen a com

plete event has been built, correct-
ly or otherw

ise, e.g. w
hen exp

ected
 event fragm

ents are m
issing. In the latter case, the SFI

attem
pts corrective action, e.g. re-initiating the bu

ild
. B

uilt events are buffered in the SFIs in or-
d

er to be served
 to the E

F. For efficiency reasons, the SFI can build
 m

ore than one event in paral-
lel.

A
 sw

itching netw
ork, the E

B
N

 (Event B
uild

er N
etw

ork) com
p

onent 1, links R
O

Ss, SFIs and the
D

FM
. T

he netw
ork enables the building of events concu

rrently into all the SFIs at an overall rate
of a few

 kH
z.

O
nline softw

are local controllers are associated to the D
FM

 and SFIs for the pu
rpose of control-

ling and m
onitoring the event building. 

5.3.1.4
E

vent F
ilter

T
he EF com

prises a large farm
 of p

rocessors, the EFPU
 com

ponents. Each EFPU
 d

eals w
ith

com
plete events served by the SFIs, as opposed

 to the selected
 event data u

sed
 by the LV

L
2 trig-

ger. From
 the architectu

ral point of view
 the E

F is a general com
p

uting tool for analysis of com
-

plete events —
 either events prod

u
ced

 by the full A
T

LA
S d

etector or the set of event d
ata

associated
 to a d

etector partition. Ind
eed, it is also envisaged

 to use all or part of the E
F for of-

fline com
p

uting purposes, outside of A
T

L
A

S d
ata taking p

eriods.

E
ach E

FPU
 runs an E

F d
ata flow

 control program
 (EFD

) w
hich receives built events from

 the
SFIs. Several indep

end
ent Processing Tasks (PTs) continuou

sly p
rocess events w

hich are allocat-
ed

 to them
 on d

em
and

 by the E
FD

. U
sing offline-like event reconstruction and

 selection algo-
rithm

s, the PT
 p

rocesses the event and
 prod

uces a final trigger d
ecision. W

hen a given PT has
com

pleted
 processing an event, it requ

ests a new
 one to be transferred from

 an SFI via the E
FD

.
D

ata generated
 by the PTs d

uring processing are appended
 to the com

plete raw
 event, if accept-

ed
, by the E

FD
. A

ccepted
 events are classified

 and
 m

oved to respective Su
b-Farm

 O
utp

ut bu
ff-

ers (SFO
s), w

here they are w
ritten into local disk files. C

om
p

leted files are accessed
 by a m

ass
storage system

 for perm
anent storage (Section

5.2.3.1.5). N
ote that E

FD
s m

ay send events to one

1.
T

he logically sep
arate L

V
L2 and

 E
B

 netw
orks (w

hich fu
lfil tw

o d
ifferent functions) cou

ld
 be im

plem
ent-

ed
 on a single p

hysical netw
ork; in particular, this m

ight be the case in the early p
hase of the exp

erim
ent

w
hen the full perform

ance is not required
.
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of several parallel SFO
 ou

tpu
t stream

 for further d
ed

icated
 analysis, e.g. express analysis, cali-

bration, d
ebu

gging.

T
he E

FPU
s are organized in term

s of clu
sters or sub-farm

s, w
ith each su

b-farm
 being associated

to one or m
ore SFI and

 SFO
. T

he m
inim

um
 granularity of E

FPU
s as seen from

 partitions is the
sub-farm

. SFIs, SFO
s and EFPU

s are interconnected
 via a sw

itching netw
ork, the E

FN
 (EF N

et-
w

ork) com
ponent.

T
he E

F sub-farm
s m

ay also be used
 for p

urposes other than event triggering and
 classification.

A
 sub-farm

 m
ay be allocated

 to ru
nning detector calibration and m

onitoring p
rocedu

res w
hich

requ
ire events possessing specific characteristics. A

s discu
ssed above, the D

FM
 can assign

events to d
ed

icated
 SFIs from

 w
hich E

F sub-farm
s can request those events for d

ed
icated

 analy-
ses.

M
onitoring and

 control of the E
F itself is perform

ed
 by a nu

m
ber of local controllers w

hich in-
terface to the online system

.

5.3.1.5
O

nlin
e so

ftw
are system

T
he O

nline Softw
are system

 encom
passes the softw

are to configure, control and m
onitor the

T
D

A
Q

 system
 (know

n as the T
D

A
Q

 control system
), but exclu

des the m
anagem

ent, p
rocessing

and transportation of physics data. Exam
p

les of the online softw
are services are: local control

p
rocesses w

hich interface to other TD
A

Q
 com

ponents, as noted above, general process m
anage-

m
ent, run control, configuration d

ata storage and
 access, m

onitoring and histogram
m

ing facili-
ties. A

 nu
m

ber of services are also provid
ed

 to su
pport the various types of inform

ation
exchange betw

een T
D

A
Q

 softw
are app

lications. Inform
ation can be shared

 betw
een app

lica-
tions in the sam

e su
b-system

, across d
ifferent sub-system

s, and
 betw

een T
D

A
Q

 system
s and

 d
e-

tectors.

T
D

A
Q

 and
 d

etectors use the configuration d
atabases to store the param

eters and dep
end

encies
w

hich d
escribe their system

 topology and
 the param

eters w
hich are u

sed
 for d

ata-taking. The
offline cond

itions d
atabases are u

sed
 to read

 and to store data w
hich reflect the cond

itions u
n-

d
er w

hich the event data w
ere taken.

T
he softw

are infrastructure integrates the online services w
ith the rest of T

D
A

Q
 into a coherent

softw
are system

. The hard
w

are infrastructure com
prises the O

nline Softw
are Farm

 (O
SF), the

com
p

uters on w
hich the services ru

n, and
 a O

nline Softw
are sw

itching netw
ork (O

SN
) w

hich
interconnects the O

SF w
ith other T

D
A

Q
 com

ponents inclu
d

ing the D
C

S for control and
 infor-

m
ation exchange as w

ell as d
etector com

ponents w
hich require access to online softw

are facili-
ties. T

he O
SF w

ill inclu
de m

achines d
ed

icated
 to m

onitoring event d
ata and d

atabase servers
w

hich hold
 the softw

are and
 firm

w
are for all of the T

D
A

Q
 system

 —
 there w

ill be servers local
to clu

sters of com
pu

ters w
hich p

erform
 a com

m
on function, as w

ell as central, backu
p

 servers.

O
nline softw

are, services and
 infrastructure, are described

 in d
etail in C

hapter
10.

5.3.1.6
D

etector C
on

tro
l S

ystem

T
he D

C
S has a high d

egree of ind
ependence from

 the rest of the H
LT

/
D

A
Q

 system
, being re-

quired
 to be able to ru

n at all tim
es, even if H

LT
/

D
A

Q
 is not available. A

t the level of detail
suitable for this chapter, the D

C
S is a single com

ponent, w
ithout internal stru

ctu
re. It is inter-
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faced
 to the rest of the system

 via the O
nline Softw

are system
. T

he interp
lay betw

een D
C

S and
T

D
A

Q
 control is d

iscu
ssed

 in Section
5.3.2.

D
C

S is the only A
T

LA
S interface w

ith the L
H

C
 m

achine, w
ith the exception of that for fast sig-

nals (w
hich is hand

led d
irectly by the LV

L1 system
). A

 d
etailed

 d
efinition and d

escription of
the D

C
S architectu

re, interfaces and
 im

p
lem

entation is given in C
hapter

11.

5.3.2
O

verall experim
ental contro

l

T
he overall control of A

T
L

A
S inclu

des the m
onitoring and

 control of the op
erational param

eters
of the d

etector and
 of the exp

erim
ent infrastructure, as w

ell as the su
pervision of all processes

involved
 in the event read

out and
 selection. T

his control function is p
rovided

 by a com
plem

en-
tary and

 coherent interaction betw
een the T

D
A

Q
 control system

 and
 the D

C
S. W

hilst the TD
A

Q
control is only required

 w
hen taking data or du

ring calibration and
 testing period

s, the D
C

S has
to operate continuously to ensu

re the safe op
eration of the detector, and

 a reliable coordination
w

ith the LH
C

 control system
 and

 essential external services. D
C

S control services are therefore
available for the sub-d

etectors at all tim
es. T

he T
D

A
Q

 control has the overall control du
ring

d
ata-taking operations.

T
here is a tw

o-w
ay exchange of inform

ation betw
een D

C
S and

 the T
D

A
Q

 control via m
echa-

nism
s defined

 and
 p

rovid
ed

 by the O
nline Softw

are (see C
hapter

10). D
C

S w
ill report inform

a-
tion about the status and

 readiness of variou
s com

p
onents w

hich it controls and
 m

onitors to the
O

nline system
. T

he O
nline system

 w
ill provide both configu

ration inform
ation and

 issu
e com

-
m

and
s related

 to run control to D
C

S. Figure
5-3 p

resents the logical exp
erim

ent control flow
. In

the figure, the lines represent the bi-d
irectional inform

ation exchange betw
een the system

s,
w

hile the arrow
s on the lines ind

icate the direction of the com
m

and
 flow

. T
he T

D
A

Q
 control

F
ig

u
re

5-3  Logical experim
ent controls flow
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and D
C

S actions are coord
inated

 at the sub-d
etector level. E

ach sub-detector, as w
ell as the H

LT
and D

ata Flow
 system

s, have T
D

A
Q

 control elem
ents resp

onsible for the d
ata-taking control.

D
C

S control elem
ents, called

 the B
ack-E

nd
 (B

E
), control the su

b-d
etector Front-E

nd
 (FE) and

LV
L1 trigger equipm

ent. D
C

S also controls the hardw
are infrastru

ctu
re w

hich is com
m

on to all
the detectors, the D

C
S-C

om
m

on Infrastructure C
ontrols (D

C
S-C

IC
). T

he interaction w
ith the

L
H

C
 m

achine, w
hich is explained

 in C
hap

ter
11, and

 other external services is hand
led

 by D
C

S
via the Inform

ation Service (D
C

S-IS). E
xperim

ent control is add
ressed

 in m
ore d

etail in
C

hapter
12.

5.4
P

artition
ing

A
s alread

y d
iscu

ssed in C
hapter

3, partitioning refers to the capability of p
roviding the func-

tionality of the com
plete T

D
A

Q
 to a sub-set of the A

T
L

A
S d

etector. For exam
ple, the ability to

read ou
t all or part of a sp

ecific d
etector w

ith a d
ed

icated
 local trigger in one partition, w

hile the
other d

etectors are data-taking in one or m
ore ind

ependent partitions.

T
he definition of the detector sub-set d

efines w
hich R

O
Bs belong to the partition (because of the

connectivity betw
een R

O
D

s and
 R

O
Bs). For exam

p
le, if a partition of the m

u
on M

D
T

 cham
bers

is required
, the R

O
B

s associated to the M
D

T
 R

O
D

s w
ill be contained

 in the partition. D
ow

n-
stream

 of the R
O

Bs a partition is realised
 by assigning part of TD

A
Q

 (E
BN

, SFI, E
F, O

SF and
netw

orking) to the partition —
 this is a resource-m

anagem
ent issue. Som

e exam
p

les of T
D

A
Q

com
p

onents w
hich m

ay have to be assigned
 to a TD

A
Q

 partition are: a su
b-set of the R

O
B

s, as
m

entioned above, and a su
b-set of the SFIs.T

he precise resource allocation in a particular case
w

ill d
epend

 on w
hat the partition is requ

ired
 to do. For exam

p
le, in order to calibrate an entire

d
etector, all that d

etector’s allocated
 R

O
Bs, a fraction of the event build

ing band
w

id
th and

 sev-
eral E

F sub-farm
s as w

ell as online softw
are control and m

onitoring fu
nctions m

ay be requ
ired

.

A
s regard

s the transp
ort of the d

ata to the allocated
 resources, the D

FM
 allocates SFIs resp

onsi-
ble for event build

ing from
 a sub-set of R

O
Ss. In ord

er for this to happ
en, in the case of parti-

tions associated
 to non-physics runs (i.e. w

hen there is no LV
L

2) bu
t w

hich require fu
nctionality

beyond
 the R

O
S, the D

FM
 m

ust receive, via the T
TC

, the triggering inform
ation for the relevant

p
artition. H

ence the need
 for full connectivity betw

een the D
FM

s and
 the TT

C
 p

artitions.

5.5
Im

plem
en

tation
 of the architectu

re

5.5.1
O

verview

T
his section defines a concrete im

plem
entation for each of the architectural com

p
onents de-

scribed
 in the previous sections. T

he choices for w
hat w

e call the baseline im
plem

entation have
been guid

ed
 by the follow

ing criteria:

•
T

he existence of w
orking prototypes.

•
P

erform
ance m

easurem
ents w

hich either fulfil the final A
T

L
A

S specifications tod
ay or

can be safely extrapolated to the required
 perform

ance on the relevant tim
escale (e.g. ex-

trapolating C
P

U
 sp

eed
 of com

m
od

ity PC
s accord

ing to M
oore’s law

).
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•
T

he availability of a clear evolution and
 staging p

ath from
 a sm

all initial system
 for u

se in
test beam

s, to the fu
ll A

T
L

A
S system

 for high-lum
inosity ru

nning.

•
T

he overall cost-effectiveness of the im
plem

entation and
 the existence of a cost-effective

staging scenario.

•
T

he possibility to take ad
vantage of futu

re technological changes over the lifetim
e of the

experim
ent.

T
he proposed

 baseline im
p

lem
entation is a system

 that cou
ld

 be built w
ith today’s technology

and
 achieves the d

esired
 p

erform
ance. It is expected

 that technological ad
vances in the areas of

netw
orking and

 com
puting w

ill continue w
ith the current p

ace over the next few
 years; these

w
ill sim

plify variou
s aspects of the proposed architectu

re and its im
plem

entation. O
ptim

ization
in the area of the R

O
B I/O

 (see Section
5.5.4) rem

ains to be perform
ed

 prior to freezing d
etails

of the im
p

lem
entation.

B
y m

aking u
se of com

m
ercial off-the-shelf (C

O
T

S) com
ponents based on w

idely-su
pported in-

d
ustrial stand

ard
s w

herever p
ossible, the architecture w

ill be able to take advantage of any fu-
tu

re im
provem

ents from
 indu

stry in a straightforw
ard w

ay. O
nly four cu

stom
 com

ponents are
foreseen in the final H

LT
/

D
A

Q
/D

C
S system

 as such
1: the D

C
S E

LM
B m

odu
le; the R

oIB, of
w

hich only a single instance is need
ed

; the R
O

L
 im

plem
entation; and the R

O
B

in, w
hich im

ple-
m

ents the R
O

L
 d

estination and
 the R

O
B fu

nctionality. C
om

ponents of the T
T

C
 system

 are also
cu

stom
 elem

ents but are com
m

on across the entire experim
ent (and

 ind
eed

 u
sed

 in other L
H

C
experim

ents).

T
he com

ponent perform
ance and

 overall system
 p

erform
ance figures w

hich help to ju
stify the

p
roposed

 im
p

lem
entation can be fou

nd
 in Part 3 of this docum

ent.

Figu
re

5-4 d
epicts the baseline im

p
lem

entation. Table
5-3 lists the p

rincip
al assum

ptions from
w

hich the size of the im
plem

entation has been determ
ined. Table

5-4 presents m
ore d

etails on
the size of the system

; it lists the com
ponents that m

ake up the baseline im
plem

entation and
, for

each one, gives the num
ber of units and the associated

 technology.

5.5.2
C

ateg
ories o

f co
m

po
n

en
ts

T
he im

p
lem

entation calls for the use of a sm
all nu

m
ber of categories of com

p
onents, w

hich are
either custom

 or com
m

ercial, as follow
s:

•
B

uffers: T
hese are used to d

ecou
ple the d

ifferent parts of the system
: d

etector read
out,

LV
L

2, EB
 and

 E
F. B

ecause of the parallelism
 d

esigned into the system
, buffers fu

lfilling
the sam

e fu
nction, e.g. R

O
B

s, op
erate concu

rrently and
 ind

ependently.

•
P

rocessors: These run event selection algorithm
s, m

onitor and
 control the system

. T
hey

are typically organized in farm
s, i.e. grou

ps of processors perform
ing the sam

e function.

•
Supervisors : T

hese are generally processors ded
icated

 to coord
inating concurrent activi-

ties, in term
s of assigning events to processors and

 bu
ffers at the d

ifferent levels: the LV
L

2
trigger (su

pervised
 by the R

oIB
 and

 L2SV
 units), the EB

 (sup
ervised

 by the D
FM

) and
 the

E
F (su

pervised
 internally by its d

ata flow
 control).

1.
T

he R
O

L sou
rce card

s and
 the E

L
M

B
 (see C

hap
ter

11) are cu
stom

 com
ponents w

hich are specified
 and

prod
uced

 u
nder the responsibility of the TD

A
Q

 project. H
ow

ever, these are integrated
 in the detector

system
s.
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•
C

om
m

unication system
s: T

hese connect bu
ffers and processors to p

rovide a path for
transporting event d

ata or a path to control and
 op

erate the overall system
. C

om
m

u
nica-

F
igu

re
5-4  B

aseline im
plem

entation

Tab
le

5-3  A
ssum

ptions

P
aram

eter
A

ssu
m

ed
 valu

e
C

o
m

m
en

ts

LV
L

1 rate
100

kH
z

H
LT

/
D

A
Q

 d
esigned

 at this LV
L

1 rate

E
vent size (m

axim
u

m
)

2
M

byte
A

ssu
m

es m
axim

u
m

 fragm
ent size for all sub-

d
etectors d

u
ring norm

al high-lu
m

inosity ru
n-

ning

E
vent size (average)

1.5
M

byte
A

ssu
m

ed
 average valu

e

LV
L

2 rejection
~

30
E

B
 rate of 3.3

kH
z

R
oI d

ata volu
m

e
2%

 of total event size
D

etector d
ata w

ithin an R
oI - average valu

e

L
2P

 rate (events/
second

)
~

100
LV

L
2 d

ecisions/
sec/

p
rocessor

A
ssu

m
e d

u
al-C

P
U

 (8
G

H
z) m

achines

E
FP

U
 rate (events/

second
)

~
1

E
F d

ecisions/
sec/

p
rocessor

A
ssu

m
ed

 d
u

al-C
P

U
 (8

G
H

z) m
achines

R
O

D
s

R
oIB

L
2SV

s

D
FM

pR
O

S

ROB
ROB
ROB
ROB

ROBin

ROB
ROB
ROB
ROB

ROBin

L
V

L
1SW

M
ass Storage SFO

SFO

SW

SFI
SFI

R
O

L
s

R
O

S

R
oIs

E
B

N

E
FN

L
2N

L
2PU

E
FPU
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tion system
s are present at different locations in the system

. Som
e of them

 provid
e a m

ul-
tiplexing function, i.e. they concentrate a num

ber of inp
ut links into a sm

aller num
ber of

Tab
le

5-4  B
aseline im

plem
entation and size at 100

kH
z Level-1 rate

C
o

m
p

o
n

en
t

N
um

b
er o

f 
elem

en
ts

Techn
o

lo
gy

C
o

m
m

en
ts

R
O

L
~

1600 L
inks

C
u

stom
Follow

s S-L
ink sp

ecification.

R
O

B
~

400 R
O

B
s

C
u

stom
 m

od
u

le
O

ne R
O

B
 m

u
ltiplexes and

 bu
ffers d

ata from
 4 R

O
L

s.

R
O

S
a

~
60 sw

itches
~

60 P
C

s
G

igabit E
thernet

Ind
u

strial P
C

10(R
O

B
ins)x4(u

p
links) concentrating factor.

P
C

 hou
ses ~

10 R
O

L
s.

R
O

B
ins are ad

d
ressed

 ind
ivid

u
ally via the concen-

trator sw
itch.

~
150 P

C
s

Ind
u

strial P
C

M
u

ltip
lexes 3 R

O
B

ins.
R

elays R
oI requ

ests to app
ropriate R

O
B

in.
B

u
ild

s su
p

er-fragm
en

t for the E
vent B

u
ild

er.

LV
L

2 N
etw

ork
~

650 ports
G

igabit E
thernet

C
onnects R

O
S, L

2P, L
2SV, D

FM
.

E
B

 N
etw

ork
~

250 ports
G

igabit E
thernet

C
onnects R

O
S ,SFI, D

FM
.

R
oIB

1 u
nit

C
u

stom
 M

od
u

le

L
2SV

~
10

D
u

al-C
P

U
 P

C
b

O
ne L

2SV
 every 10

kH
z of L

evel-1 trigger rate.

D
FM

~
35

D
u

al-C
P

U
 P

C
b.

O
ne p

er T
T

C
 p

artition. 

L
2P

~
500

D
u

al-C
P

U
 P

C
b.

R
u

n LV
L

2 selection algorithm
s.

SFI
~

90
D

u
al-C

P
U

 P
C

b.
B

u
ild

 (and
 bu

ffer) com
p

lete events.

E
FP

U
~

1600
D

u
al-C

P
U

 P
C

b.
R

u
n E

F selection algorithm
s.

E
F N

etw
ork

~
1700 p

orts
G

igabit E
thernet

C
onnects SFI, E

FPU
 and

 SFO
.

SFO
~

30
D

u
al-C

P
U

 P
C

b.

and
 ~

1
T

byte 
d

isk storage

B
u

ffers events accep
ted

 by E
F and

 stores them
 on 

p
erm

anent storage.

File Servers
~

100
D

u
al-C

P
U

 P
C

b.

w
ith ~

1
T

byte of 
d

isk sp
ace

H
old

s cop
y of d

atabases an
d

 softw
are. L

ocal to a 
grou

p
 of fu

nctionally hom
ogeneou

s elem
ents (e.g. a 

grou
p

 of E
FP

).

D
ata base 

servers
~

2
R

A
ID

 based
 file

server
H

old
 m

aster cop
y of d

atabases, initialisation d
ata

and
 d

ow
n-load

able softw
are.

O
nline farm

~
50

Stand
ard

 P
C

s
O

p
erate and

 m
onitor the experim

ent.
R

u
ns online services.

L
ocal control

sw
itch

~
100

G
igabit E

thernet
C

onnects a grou
p of ~

30 elem
ents (e.g. a LV

L
2 su

b-
farm

) to the central control sw
itch.

C
entral control

sw
itch

250 p
orts

G
igabit E

thernet
C

onnects online farm
, local control sw

itches, and
 

other system
 elem

ents.

a.
T

he R
O

S row
 ind

icates the nu
m

ber of com
ponents for both the sw

itch-based (top
 num

bers in the row
)

and
 bu

s-based R
O

S (bottom
 nu

m
bers).

b.
A

ssum
e 8

G
H

z C
P

U
 clock rate.
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ou
tpu

t links. D
epending on how

 the architecture is p
hysically realised

, a m
ultiplexer m

ay
have a physical im

plem
entation (e.g. a sw

itch, or a bus) or not (viz. a one-to-one connec-
tion, w

ithou
t m

ultiplexing).

5.5.3
C

u
sto

m
 C

o
m

p
on

ents

5.5.3.1
T

he E
L

M
B

Text from
 H

B

5.5.3.2
T

h
e R

ead
 O

u
t Lin

k

T
he R

O
L

 w
ill be im

p
lem

ented based
 on the S-LIN

K
 protocol [5-4]. It is d

iscu
ssed

 in detail in
Section

8.1.2. T
he R

O
D

s w
ill host the link source card

s, either as m
ezzanines m

ounted d
irectly

on the R
O

D
s or on rear-transition m

odu
les. T

he R
O

B
ins, located

 near the R
O

D
s in U

SA
15, w

ill
host several link destination card

s. A
bou

t 1600 links w
ill be need

ed
.

5.5.3.3
T

h
e R

O
B

in

T
he R

O
B

in is im
plem

ented
 as a P

C
I board receiving d

ata from
 a num

ber of R
O

Ls. E
ach R

O
B

in
has a P

C
I interface and a G

igabit E
thernet outpu

t interface [5-10]. T
he high-speed

 inpu
t d

ata
p

aths from
 the R

O
D

s are hand
led by an FPG

A
. T

he buffers (associated to each input R
O

L
) w

ill
be big enough to d

eal w
ith the system

 latency (LV
L

2 d
ecision tim

e, tim
e to receive the clear

com
m

and
 after a LV

L
2 reject and tim

e to bu
ild

 the com
plete event follow

ing a LV
L

2 accept). A
P

ow
erP

C
 C

PU
 is available on each R

O
B

in. T
he p

rototype R
O

B
in is currently im

p
lem

ented on a
single P

C
I board

 im
plem

enting tw
o inpu

t links. T
he final R

O
B

in d
esign is expected

 to su
pport

four R
O

L
 channels.

5.5.3.4
T

h
e R

eg
io

n
-of-In

terest B
u

ild
er

T
he R

oIB design is m
odu

lar and
 scalable and

 is custom
 d

esigned and
 bu

ilt. It is d
escribed

 in de-
tail in [5-11]. T

he link interface from
 LV

L
1 to the R

oIB
 follow

s the S-LIN
K

 sp
ecification. T

here
are inpu

ts from
 eight d

ifferent sources to the R
oIB (Section

5.2.3.1.1). D
ata flow

 from
 the LV

L
1

system
 to the R

oIB
, w

ith the link interface provid
ing only flow

 control in the reverse d
irection.

A
sserting X

O
FF is the only w

ay for the R
oIB

 to stop
 the trigger. T

he ou
tpu

t of the R
oIB

 is sent
via S-L

IN
K

 or via G
igabit E

thernet to one of the L
2SV

 processors.

5.5.4
R

eadO
u

t S
ystem

T
he R

O
S is im

plem
ented

 as a rack-m
ounted

 PC
. E

ach R
O

S contains several R
O

B
ins, and

 has
connections to the LV

L
2 and E

B
 netw

orks. E
ach R

O
B

in m
ultiplexes up to four R

O
L

s into a sin-
gle physical ou

tpu
t channel. T

he R
O

S m
ultiplexes the R

O
B

in ou
tpu

ts onto the central LV
L2 and

E
B

 netw
orks (the R

R
M

 function, see Section
5.3.1.1). The R

R
M

 m
ultiplexing factor d

epend
s on

the physical num
ber of links betw

een the R
O

S and
 each of the central netw

orks. T
he m

axim
um

factor can be calculated
 from

 external param
eters, in particular the average R

oI size, the p
eak

R
oI fragm

ent requ
est rate per R

O
B, and the LV

L
2 rejection pow

er.
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T
he R

R
M

 function m
ay be im

p
lem

ented
 in tw

o d
ifferent w

ays:

•
T

he bu
s-based

 R
O

S —
 the R

O
S PC

 contains three R
O

B
ins, each connected

 to its ow
n PC

I-
bu

s and
 each having fou

r R
O

L
 inpu

ts to fou
r R

O
B

s, and
 one P

C
I output. T

his ou
tput is

connected
 to the R

O
S’s PC

I-buses, w
hich im

plem
ent the R

R
M

 function. R
equ

ests, com
ing

from
 LV

L
2 or the EB

, for event fragm
ents in the R

O
B

, are handled
 directly by the R

O
S P

C
w

hich aggregates the event fragm
ents over its PC

I-buses before d
ispatching them

 to the
LV

L
2 or the E

B. G
igabit E

thernet interfaces connect the R
O

S to the LV
L

2 and EB
 net-

w
orks.

•
T

he sw
itch-based

 R
O

S —
 the R

O
S PC

 hou
ses typically 10 R

O
B

ins, each having four R
O

L
inp

uts to four R
O

B
s, and

 one G
igabit E

thernet ou
tpu

t. The R
R

M
 function is im

plem
ented

typically u
sing a 10

x
4 G

igabit Ethernet sw
itch, w

hich concentrates the R
O

B
in outpu

ts
d

irectly into four G
igabit E

thernet outp
uts: tw

o for the LV
L

2 netw
ork and

 tw
o for the E

B
netw

ork
1. The sw

itch-based
 R

O
S is und

erstood
 to inclu

d
e the sw

itch as w
ell as the P

C
.

T
he R

O
S PC

 itself, does not play any role in the process of transferring d
ata betw

een the
R

O
Bs, and

 the LV
L

2 and E
B

. It is solely responsible via its P
C

I-bu
s for the physical hou

s-
ing of the R

O
B

ins, their initialisation and
 control, and

 som
e m

onitoring fu
nctions.

B
us-based

 and
 sw

itch-based
 R

O
S’s are dep

icted
 in Figu

re
5-5. Prelim

inary stud
ies have already

been m
ade on both im

plem
entation options, details can be found in R

efs. [5-12] and
 [5-13]. T

he
cu

rrent R
O

Bin p
rototype allow

s access to the R
O

B d
ata via both the PC

I-bus and
 the G

igabit
E

thernet interfaces. T
he optim

ization of the R
O

S architecture, as ind
icated

 previously, w
ill be

the subject of p
ost-T

D
R

 stud
ies using this prototyp

e. T
he final d

ecision on an op
tim

ized
 d

esign
for the R

O
S architecture w

ill be taken based
 on the results of these stu

dies on a tim
escale com

-
patible w

ith the p
rod

uction of the R
O

Bins (see C
hap

ter
18).

A
s noted

 above, the R
O

B
ins, and

 therefore the R
O

Ss w
ill be located

 u
nd

erground
 in the U

SA
15

cavern.

5.5.5
N

etw
o

rks

A
ll netw

orks use G
igabit E

thernet technology despite the fact that in som
e cases, e.g. for the

E
FN

, Fast E
thernet (100

M
byte/s) w

ou
ld

 be su
fficient to satisfy the requirem

ents tod
ay. C

onsid
-

erations of overall netw
ork u

niform
ity, technology evolution, and

 expected
 cost evolu

tion ju
sti-

fy this choice.

Follow
ing the first level of R

O
B

 concentration in the R
O

S (see Section
5.5.4), the topology of the

E
B and

 LV
L

2 netw
orks consists of one or tw

o central sw
itches each, connecting sources (i.e.

R
O

S’s) and
 d

estinations (e.g. SFIs and
 L2Ps). T

hese central netw
orks w

ill, logically, be m
ono-

lithic in the sense that each netw
ork w

ill connect to all of its sou
rces and

 d
estinations. H

ow
ever,

they m
ay be physically organised

 either in term
s of large m

onolithic sw
itches or in term

s of
com

bined
 sm

all sw
itches. T

he detailed
 netw

ork topology w
ill be fixed at the tim

e of im
plem

en-
tation.

G
iven the nu

m
ber of L

2P
s (typ

ically ~
500 d

u
al C

PU
s), sm

all concentrating sw
itches are used

arou
nd

 the L
2Ps to red

uce the num
ber of ports on the central sw

itches. This is p
ossible since the

ban
dw

id
th

 per p
rocessor is m

u
ch less than G

igabit Ethernet lin
k cap

acity.

1.
W

hether one, tw
o or m

ore ou
tpu

ts are u
sed each, to the E

B &
 L

V
L

2 netw
orks w

ill d
epend

 on how
 m

any
sw

itches are used
 to im

p
lem

ent these netw
orks.
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T
he organisation of the O

SN
, reflects the organization of the online farm

. It is hierarchical, w
ith

netw
orks local to specific functional elem

ents (e.g. an E
F sub-farm

) and
 up-links to a central

netw
ork p

rovid
ing the full connectivity. Typically, the O

SN
 w

ill be organized
 in term

s of sm
all

(O
(40) ports) sw

itches, local to group
s of com

ponents w
ith com

m
on functions (e.g. L

2Ps), w
hich

connect throu
gh a large (O

(200) ports) central sw
itch.

T
he cu

rrent baseline for the overall E
F netw

ork is a set of sm
all ind

ependent netw
orks, each

connecting a set of E
F nod

es w
ith a num

ber of SFI’s and
 SFO

s. T
his schem

e allow
s flexibility in

choosing the num
ber of EF nodes for each cluster. T

he inpu
t rate cap

ability can be increased
 by

sim
ply ad

d
ing m

ore SFI nod
es to a given sub-farm

. T
he E

F netw
ork is organized in tw

o layers.
T

he low
er layer consists of E

F nod
es clu

stered
 via sm

all sw
itches (O

(20) ports). T
he higher lay-

er, connects together a nu
m

ber of these E
F clusters to one or m

ore SFI’s and
 SFO

s via a back-end
sw

itch. 

O
ne p

ossible netw
ork architecture im

p
lem

entation and
 top

ology, using the sw
itch-based

 R
O

S
(see Section

5.5.4) as an exam
p

le, is given in R
ef. [5-13].

5.5.6
S

up
erviso

ry C
o

m
p

on
en

ts

T
he LV

SV
 and

 D
FM

 sup
ervisory com

p
onents are im

plem
ented

 by high-p
erform

ance rack
m

ounted
 du

al-C
PU

 P
C

s ru
nning L

inu
x, connected

 to the E
B and LV

L2 netw
orks. A

 cu
stom

P
C

I-to-S-L
IN

K
 interface or stand

ard
 G

igabit Ethernet technology m
ay be u

sed
 to connect the

L
2SV

 to the R
oIB

, and
 standard

 G
igabit E

thernet technology to connect the L
2SV

 to the rest of
the system

. T
he connection betw

een the D
FM

 and
 the T

T
C

 netw
ork has not been d

efined
 yet —

it cou
ld

 be based
, for exam

ple, on a netw
ork technology or on a ded

icated
 PC

I-to-T
T

C
-receiver

interface.

M
easurem

ents d
one so far show

 that at the nom
inal LV

L
1 rate (100

kH
z), only a sm

all nu
m

ber
(~10) L

2SV
s are required. O

ne D
FM

 is requ
ired

 for each active concurrent T
D

A
Q

 partition (see

F
igu

re
5-5  B

us and sw
itched based R

O
S

’s

ROBin

ROBin

PC
 B

U
S

C
PU

ROBin

ROBin

PC
 B

U
S

C
PU

SW
IT

C
H

PC
PC

R
O

S
R

O
S
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Section
5.4) —

 this includ
es the m

ain d
ata-taking p

artition. A
ll D

FM
s except for the one running

the m
ain data-taking partition w

ill need
 to receive detector specific triggers d

irectly or ind
irect-

ly from
 the relevant T

T
C

 p
artition. In the m

ain p
artition, the D

FM
 receives its input from

 the
L

2SV
s. T

he m
axim

um
 foreseen num

ber of p
artitions in A

T
L

A
S is 35. In practise, the num

ber of
active concurrent T

D
A

Q
 p

artitions w
hich requ

ire a D
FM

 and
 in use at any tim

e is likely to be
less than this. A

 back-pressu
re m

echanism
 w

ill throttle the d
etector specific trigger rate via the

R
O

D
-bu

sy tree if it becom
es unm

anageable.

5.5.7
H

LT p
ro

cesso
rs

LV
L

2 and
 EF p

rocessors w
ill be norm

al rack-m
ounted

 P
C

s running Linux. D
ual-C

PU
 system

s
are the m

ost app
ropriate solution at the m

om
ent, although that m

ay change in the futu
re. W

e
estim

ate that there w
ill be ~500 LV

L2 processors and
 ~

2000 E
F processors in the final (100

kH
z)

system
 (assum

ing 8
G

H
z clock speed

), but initial setu
ps du

ring com
m

issioning, and
 for the ini-

tial d
ata-taking w

hen the lum
inosity w

ill be below
 the L

H
C

 design lu
m

inosity, w
ill be m

u
ch

sm
aller. LV

L
2 and

 EF processors are C
O

T
S com

ponents and
 can be rep

laced or add
ed

 at any
tim

e. C
om

pu
ting p

erform
ance is m

ore im
p

ortant than I/
O

 cap
acity in the E

F nod
es.

A
lthou

gh 1U
 servers currently offer an attractive im

plem
entation for the farm

s, blad
e servers,

w
hich house hu

nd
red

s of p
rocessors in a rack together w

ith local sw
itches, have a num

ber of
potential ad

vantages, e.g. low
er pow

er requirem
ents, higher d

ensity, and
 m

ay offer a m
ore at-

tractive solution of su
fficient m

atu
rity by the tim

e the farm
s are p

urchased.

Stu
dies are cu

rrently und
erw

ay (see [5-14]) to investigate the possibility and
 im

p
lications of sit-

ing som
e E

F sub-farm
s at locations outsid

e C
E

R
N

 (e.g. at A
T

L
A

S institutes or com
p

uting cen-
tres). T

his w
ou

ld
 have the ad

vantage of being able to benefit from
 existing com

pu
ting

equ
ipm

ent, both d
uring the initial phases of the exp

erim
ent, w

hen only a fraction of the EF
equ

ipm
ent at C

E
R

N
 w

ill have been p
urchased and

 throughout the lifetim
e of the experim

ent
for non-critical ap

plications such as data m
onitoring.

5.5.8
E

vent-B
uild

ing
 p

ro
cesso

rs

T
he SFI’s are again rack-m

ounted
 PC

s running L
inux. T

he event build
ing process requ

ires a
large C

P
U

 capacity to hand
le the I/O

 load
 and

 the event assem
bly. A

gain d
ual-C

P
U

 system
s are

the m
ost cost-effective solu

tion at the m
om

ent. T
he SFI com

ponents require no sp
ecial hard

-
w

are apart from
 a second

 G
igabit Ethernet interface that connects them

 to the E
F netw

ork.
R

ou
ghly 90 units are envisaged

 for the final system
.
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5.5.9
M

ass storag
e

T
he SFO

s w
rite events to the disks in a series of files, and

 p
rovide buffering if the netw

ork con-
nection to the C

E
R

N
 m

ass storage system
 is d

ow
n. A

ssum
ing that the SFO

s have to buffer ~
1

d
ay of event data, w

ith an average event size of 1.5
M

byte per event at a rate of ~200
H

z, they
w

ill need
 a total of ~

35
T

byte of disk storage. Tod
ay, relatively cheap P

C
 servers can be bou

ght
w

ith >
3

T
byte of ID

E d
isk storage. T

he SFO
s w

ill therefore consist of norm
al PC

s, w
ith a hou

s-
ing that allow

s the ad
d

ition of large d
isk arrays —

 approxim
ately 30 u

nits are assum
ed

 for the
final system

.

5.5.10
O

nline Farm

T
he online farm

 provid
es diverse fu

nctions related
 to control, m

onitoring, su
pervision and

 in-
form

ation/d
ata services. It w

ill be organized
 hierarchically in term

s of controllers and
 database

servers local to the T
D

A
Q

 functional blocks (for exam
ple the R

O
S or an E

F sub-farm
) and clu

s-
ters of processors p

rovid
ing global functions (experim

ent control, general inform
ation services,

central d
atabase servers).

T
he p

rocessors for exp
erim

ent control and
 general inform

ation services w
ill be standard P

C
s or-

ganized
 in sm

all farm
s of O

(20) PC
s each. L

ocal file servers are also standard P
C

s, w
ith the ad-

d
ition of a large local disk storage (~1

T
byte) w

hile the central data base servers are large file
servers w

ith several T
B

yte of R
A

ID
 disk storage.

A
t the tim

e of system
 initialisation, qu

asi-sim
u

ltaneous access to the configuration and cond
i-

tions databases w
ill be required

 by m
any hu

nd
red

s of processes, in som
e cases requiring O

(100)
M

byte data each. T
his calls for a high-perform

ance in-m
em

ory database system
 and

 a struc-
tured

 organisation of the d
atabase servers so as to spread

 the I/O
 load su

fficiently w
idely that

the system
 can be initialized

 and configured
 in a reasonable tim

e. It is proposed
 to organize the

d
atabase infrastru

ctu
re as follow

s:

•
L

ocal d
ata servers: d

atabase servers that hold
 a cop

y of the cond
itions and configu

rations
d

atabases to be accessed
 locally by an hom

ogeneous sub-set of the system
 (e.g. an E

F sub-
farm

). A
 copy of specific softw

are and
 m

iscellaneous d
ata that is to be d

ow
nload

ed into
the com

ponents in the sub-set are also held
 on the local server.

•
C

entral server: a fau
lt tolerant, red

und
ant d

atabase server w
hich holds the m

aster copy of
the T

D
A

Q
 softw

are and
 configuration as w

ell as a cop
y of the conditions d

ata. L
ocal serv-

ers are up
dated from

 the central server at appropriate intervals. T
he central server m

ay
both u

pd
ate and

 be upd
ated

 by the central offline conditions d
atabase.

T
he control of database w

rite access and
 synchronization – in particular in the case of cond

i-
tions data w

here both online and offline clients m
ay w

ish to w
rite to the database at the sam

e
tim

e – is a com
p

lex problem
 w

hich has not yet been ad
d

ressed
 in d

etail. T
his issue w

ill be stu
d-

ied
 in com

m
on w

ith the offline com
m

unity as w
ell as w

ith oth
er experim

ents w
ith the aim

 of ar-
riving at a com

m
on solu

tion.

5.5.11
D

ep
loym

en
t

Functionally hom
ogeneou

s com
ponents, e.g. E

F processors, are organized
 in term

s of stand
ard

A
T

L
A

S sub-farm
 racks. E

ach rack contains, in ad
dition to the com

pu
ting com

ponents: a local

A
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file server; a local online sw
itch (to connect all the com

ponents to the online central sw
itch); a

rack controller; and
 the necessary p

ow
er and

 cooling d
istribution. W

e are investigating, w
ith

other L
H

C
 exp

erim
ents, cooling system

s for racks w
ith horizontal air-flow

 su
itable for rack-

m
ounted P

C
s. The nu

m
ber of com

ponents per rack d
epends on the size of the racks. Table

5-5
sum

m
arizes the organization of the d

ifferent racks, the nu
m

ber of racks of a specified
 content

per function and
 their physical location.

5.6
S

calab
ility and S

tag
ing

T
he p

erform
ance profile anticipated

 for the A
T

L
A

S T
D

A
Q

 system
 betw

een the d
etector installa-

tion and
 the availability of the L

H
C

 nom
inal lum

inosity, is su
m

m
arized in Table

5-6. It is ex-
p

ressed
 as the requ

ired
 LV

L
1 rate in kH

z.

Tab
le

5-5  R
ack organisation and location

U
n

it Type
N

u
m

b
er o

f u
nits

C
o

m
p

o
sitio

n
L

o
cation

R
O

S rack
~

15
~

15 R
O

Ss
L

ocal online sw
itch

L
ocal file server

R
ack controller

U
SA

15 – u
nd

ergrou
nd

H
LT

 R
ack

~
20 for L

evel-2
~

80 for E
vent Filter

~
30 P

rocessing U
nits

L
ocal online sw

itch
L

ocal file server
R

ack controller

SD
X

 15 – su
rface

50%
 of E

F racks p
ossibly 

located
 in the C

E
R

N
 

com
pu

ter center

SFI rack
3–4

~
30 SFIs/

rack
L

ocal online sw
itch

L
ocal file server

R
ack controller

SD
X

 15 – su
rface

SFO
 rack

6–7
~

5 SFO
 (+ D

isk sp
ace)

L
ocal online sw

itch
L

ocal file server
R

ack controller

SD
X

 15 – su
rface

O
nline rack

3
~

20–30 P
rocessors

L
ocal online sw

itch
L

ocal file server
R

ack controller

SD
X

 15 – su
rface

C
entral sw

itches
3

~
256 p

orts per sw
itch

SD
X

 15 – su
rface

Tab
le

5-6  T
D

A
Q

 required perform
ance profile

P
h

ase
D

ate (T
D

A
Q

 ready b
y)

P
erfo

rm
an

ce (LV
L

1 rate)

A
T

L
A

S C
om

m
issioning

2005
N

/
A

a

C
osm

ic-ray ru
n

2006
N

/
A

a.

A
T

L
A

S start-u
p

2007
37.5

kH
z

Fu
ll p

erform
ance

2008
75

kH
z

Final p
erform

ance
2009

100
kH

z
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T
he scalability of the T

D
A

Q
 system

 is d
iscu

ssed on the basis of the above p
erform

ance p
rofile.

P
rior to the A

T
LA

S start-u
p, the T

D
A

Q
 system

 w
ill provid

e the fu
ll d

etector read
-out, for the

p
urp

ose of com
m

issioning the exp
erim

ent and
 the cosm

ic ru
n, and

 a m
inim

al H
LT system

 ap-
p

ropriate to fulfil the requirem
ents for this p

eriod (few
 kH

z).

T
he d

etector read
out system

 m
ust be fully

1 available at the tim
e of the d

etector com
m

issioning
(i.e. in 2005) irrespective of the rate perform

ance, since all parts of the d
etector m

ust be connect-
ed

. In contrast, the p
rocessing pow

er in the H
LT

 dep
end

s on the m
axim

u
m

 LV
L1 rate that m

ust
be accepted

. Since the LV
L2 and

 E
F farm

s, as w
ell as SFIs, SFO

s, etc, are im
plem

ented
 u

sing
stand

ard com
pu

ter equ
ipm

ent connected by G
igabit E

thernet netw
orks, they can be extend

ed
as financial resou

rces becom
e available.

T
he strategy is therefore the staging of the farm

s and
 associated netw

orks. In the latter case, ad-
d

itional central sw
itches (if a top

ology based
 on m

ultiple central sw
itches w

ill be chosen) or
p

orts (for m
onolithic central sw

itches) w
ill be add

ed
 to supp

ort the ad
ditional H

LT
 nod

es. The
sam

e argum
ent, although on a sm

aller scale, applies to SFIs and
 SFO

s.

T
he scaling of the T

D
A

Q
 system

 size, as a function of the L
evel-1 trigger rate, is d

epicted
 in

Figure
5-6 for the Event B

uilder (num
ber of SFIs and

 nu
m

ber of EB
N

 ports), Figure
5-7 for the

L
evel-2 sub-system

 (nu
m

ber of L
2Ps and

 num
ber of L

2N
 ports) and

 Figure
5-8 for the E

vent Fil-
ter (num

ber of E
FPs and p

orts of the Event Filter netw
ork).

a.
P

rovid
e full d

etector read
-ou

t bu
t m

inim
al H

L
T

 capability.

1.
Som

e 25%
 of the d

etector R
O

L
s, corresp

ond
ing to the p

art of the A
T

L
A

S d
etector w

hich is staged
, w

ill
not be installed

 at the start-u
p of A

T
L

A
S but later: cu

rrently p
lanned

 for 2008.

F
igu

re
5-6  S

caling of the E
vent B

uilder sub-system

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

74
5

  A
rchitecture

5.7
R

eferen
ces

5-1
A

T
LA

S First-Level Trigger Technical D
esign R

eport, C
E

R
N

/
L

H
C

C
/

98-14 (1998)

5-2
Specification of the LV

L1 / LV
L2 trigger interface, A

T
L

A
S E

D
M

S N
ote, A

T
L

-D
-E

S-0003,
http

:/
/

ed
m

s.cern
.ch

/
d

ocu
m

en
t/

107485/
1/

1

5-3
P

roposal for a Local Trigger P
rocessor, A

T
L

A
S E

D
M

S N
ote, A

T
L

-D
A

-E
S-0033,

http
:/

/
ed

m
s.cern

.ch
/

d
ocu

m
en

t/
374560/

1

5-4
R

ecom
m

endations of the D
etector Interface G

roup - R
O

D
 W

orking G
roup, A

T
L

A
S E

D
M

S N
ote, 

A
T

L
-D

-E
S-0003,

http
:/

/
ed

m
s.cern

.ch
/

d
ocu

m
en

t/
332389/

1

F
ig

u
re

5-7  Level-2 system
 scaling

F
ig

u
re

5-8  E
vent F

ilter system
 scaling



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

5
  A

rchitecture
75

5-5
T

he raw
 event form

at in the A
T

LA
S Trigger &

 D
A

Q
, A

T
L

A
S In

ternal N
ote, A

T
L

-D
A

Q
-98-129 

(1998)

5-6
E

vent Storage R
equirem

ents, A
T

L
A

S E
D

M
S N

ote, A
T

L
-D

Q
-E

S-0041,
http

s:/
/

ed
m

s.cern.ch
/

d
ocu

m
en

t/
391572/

0.4

5-7
A

T
L

A
S C

ollaboration, A
T

LA
S: Technical proposal for a general-purpose pp experim

ent at the 
Large H

adron C
ollider at C

E
R

N
, C

E
R

N
/

L
H

C
C

/
94-43 (1994)

5-8
A

T
LA

S D
A

Q
, E

F, LV
L2 and D

C
S Technical P

rogress R
eport, C

E
R

N
/

L
H

C
C

/
98-16 (1998)

5-9
A

T
L

A
S C

ollaboration, A
T

LA
S H

igh-Level Triggers, D
A

Q
 and D

C
S: Technical P

roposal, 
C

E
R

N
/

L
H

C
C

/
2000-017 (2000)

5-10
Sum

m
ary of P

rototype R
O

B
ins, A

T
L

A
S E

D
M

S N
ote, A

T
L

-D
Q

-E
R

-0001,
http

:/
/

ed
m

s.cern.ch/
d

ocu
m

ent/
382933/

1

5-11
A

 P
rototype R

oI B
uilder for the Second Level Trigger of A

T
LA

S Im
plem

ented in FP
G

A
´s, A

T
L

A
S 

Intern
al N

ote, A
T

L
-D

A
Q

-99-016 (1999)

5-12
B

. G
orin

i et. al., R
O

S Test R
ep

ort, in preparation

5-13
A

T
LA

S T
D

A
Q

: A
 N

etw
ork-based A

rchitecture, A
T

L
A

S E
D

M
S N

ote, A
T

L
-D

Q
-E

N
-0014,

http
s:/

/
ed

m
s.cern.ch

/
d

ocu
m

en
t/

391572/
0.4

5-14
R

em
ote farm

s ref.

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

76
5

  A
rchitecture



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

6
  F

ault tolerance and error handling
77

6
Fault tolerance an

d error handling

6.1
Fault toleran

ce an
d error han

dlin
g strateg

y

E
rror hand

ling and
 fault tolerance are concerned

 w
ith the behaviour of the T

D
A

Q
 system

 in the
case of failu

res of its com
ponents. B

y failure w
e m

ean the inability of a com
ponent, hardw

are or
softw

are, to p
erform

 its intend
ed

 fu
nction.

T
he overall goal is to m

axim
ize system

 up-tim
e, data taking efficiency and data quality for the A

T
L

A
S

d
etector. T

his is achieved
 by d

esigning a robust system
 that w

ill keep functioning even w
hen

p
arts of it are not w

orking properly. 

C
om

plete fault tolerance is a d
esired

 system
 property w

hich d
oes not im

ply that each com
po-

nent m
u

st be able to tolerate every conceivable kind
 of error. T

he best w
ay for the system

 to
achieve its overall goal m

ay w
ell be to sim

ply reset or reboot a com
ponent w

hich is in an error
state. T

he op
tim

al strategy d
ep

end
s on the im

pact the faulty com
ponent has on d

ata taking, the
frequency of the error and

 the am
ount of effort necessary to m

ake the com
p

onent m
ore fault tol-

erant.

T
he fault tolerance and

 error handling strategy is based
 on a nu

m
ber of basic principles:

•
M

inim
ize the num

ber of single p
oints of failure in the d

esign itself. W
here u

navoid
able,

p
rovide red

undancy to qu
ickly replace failing com

ponents. T
his m

ight consist of sp
are

p
arts of custom

 hard
w

are or sim
ply m

aking sure that critical softw
are processes can run

on off-the-shelf hardw
are w

hich can be easily replaced
.

•
Failing com

p
onents m

ust affect as little as possible the functioning of other com
ponents. 

•
Failures should

 be hand
led in a hierarchical w

ay w
here first local m

easures are taken to
correct it. L

ocal recovery m
echanism

s w
ill not m

ake im
p

ortant d
ecisions, e.g. to stop

 the
ru

n, bu
t pass the inform

ation on to higher levels.

•
E

rrors are rep
orted

 in a standard
ized

 w
ay to m

ake it easy to autom
ate d

etection and
 han-

d
ling of w

ell-d
efined error situations (e.g. w

ith an exp
ert system

).

•
E

rrors are au
tom

atically logged
 and

 be available for later analysis if necessary. W
here the

error affects data quality the necessary inform
ation w

ill be stored in the cond
ition data-

base.

T
he follow

ing actions can be d
istinguished

:

E
rror detection d

escribes how
 a com

p
onent find

s out abou
t failures either in itself or neighbour-

ing com
ponents. E

rrors are classified
 in a standardized

 w
ay and

 m
ay be transient or perm

anent.
A

 com
ponent shou

ld
 be able to recover from

 transient errors by itself once the cau
se for the er-

ror d
isappears. 

E
rror response d

escribes the im
m

ed
iate action taken by the com

p
onent once it d

etects an error.
T

his action w
ill typically allow

 the com
ponent to keep w

orking bu
t m

aybe w
ith red

uced
 func-

tionality. A
pp

lications w
hich can sensibly correct errors that are generated

 internally or occur in
hard

w
are or softw

are com
ponents they are responsible for should

 correct them
 directly. In

m
any cases the com

p
onent itself w

ill not be able to take the necessary action abou
t failu

res in a

A
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neighbouring com
p

onent. E
ven if the com

p
onent is u

nable to continue w
orking, this should

 not
be a fatal error for the T

D
A

Q
 system

 if it is not a single point of failure.

E
rror reporting d

escribes how
 the failure cond

ition is rep
orted

 to receiving applications interest-
ed

 in the error cond
ition. The m

echanism
 w

ill be a stand
ard

ized
 service w

hich all com
ponents

use. T
he receiver of the error m

essage m
ight be p

ersons (like a shifter or an expert) or an auto-
m

ated
 expert system

.

E
rror recovery d

escribes the p
rocess of bringing the faulty com

ponent back into a functioning
state. T

his m
ight involve m

anual intervention by the shifter, an exp
ert, or an au

tom
ated re-

sponse initiated by the expert system
. The tim

e-scale of this phase w
ill typically be longer than

the previous ones and
 can range from

 second
s to d

ays (e.g. in the case of replacing a piece of
hard

w
are w

hich requires access to controlled
 areas).

E
rror prevention d

escribes the m
easu

res to be taken to prevent the errors from
 being introd

u
ced

in hard
w

are or softw
are. G

ood softw
are engineering, the u

se of standards, training, testing, and
the availability and u

se of d
iagnostic tools help in red

u
cing the error level in the T

D
A

Q
 system

.

6.2
E

rro
r d

efin
itio

n an
d id

en
tification

In ord
er to resp

ond
 to error cond

itions it is im
portant to have a clearly d

efined
 T

D
A

Q
 w

id
e

classification schem
e that allow

s p
roper identification. It is assu

m
ed

 that error cond
itions are

d
etected by D

ataFlow
 applications, controllers, event selection softw

are, and
 m

onitoring tasks.
T

hese cond
itions m

ay be caused by failures of hard
w

are they control, of com
ponents that they

com
m

unicate w
ith, or these m

ay occur internally.

If the anom
alou

s condition cannot be corrected
 im

m
ed

iately an error m
essage is issued

. E
rror

m
essages are classified accord

ing to severity. The classification is necessarily based
 on local

ju
dgem

ent; it is left to hu
m

an/artificial intelligence to take further action, guid
ed

 by the classifi-
cation and

 ad
d

itional inform
ation provid

ed
 by the applications that detect the errors.

A
d

d
itional inform

ation consists of a unique T
D

A
Q

 w
id

e id
entifier (note that status and

 return
cod

es, if used
, are internal to the app

lications), d
eterm

ination of the sou
rce, and

 add
itional in-

form
ation need

ed
 to repair the problem

. M
essages are directed

 to an E
rror R

eporting Service,
never d

irectly to the ap
plication that m

ay be at the origin of the fau
lt.

For successful fau
lt m

anagem
ent it is essential that correct issuing of error m

essages be enforced
in all T

D
A

Q
 ap

plications.

6.3
E

rro
r rep

orting
 m

echanism
 

A
pp

lications encountering a fault m
ake use of an error reporting facility to send

 an ap
prop

riate
m

essage to the TD
A

Q
 system

. T
he facility is resp

onsible for the m
essage transport, m

essage fil-
tering and

 m
essage distribution. O

ptional and m
and

atory attribu
tes can be passed

 w
ith the

m
essage. T

he facility allow
s receiving app

lications to request m
essages according to the severi-

ty or other qualifiers ind
epend

ent of its origin. A
 set of com

m
only used

 qu
alifiers w

ill be recom
-

m
end

ed. T
hese can for exam

p
le includ

e the detector nam
e, the failu

re type (e.g. hardw
are),

netw
ork, softw

are failures, or finer granularity indicators like ‘G
as’, ‘H

V
’ etc. A

long w
ith m

an-
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d
atory qualifiers like process nam

e and
 id

, injection d
ate and

 tim
e, and

 p
rocessor id

entification
they p

rovid
e a pow

erfu
l and flexible system

 logic for the filtering and
 d

istribution of m
essages.

A
u

tom
atic m

essage suppression at the send
er level is foreseen to help avoid

 avalanches of m
es-

sages in case of m
ajor system

 failu
res. A

 cou
nt on the su

ppressed
 m

essages w
ill be kept. M

es-
sage su

ppression at the m
essage reporting system

 level w
ill also be possible.

A
n error m

essage database m
ay be u

sed
 to help w

ith the stand
ard

ization of m
essages inclu

ding
their qualifiers. A

 help facility could be attached
 w

hich w
ou

ld
 allow

 the operator to get d
etailed

ad
vice for the action on a given failure.

6.4
E

rror diag
no

stic and
 verification

R
egular verification of the system

 status and
 its correct functioning w

ill be a vital operation in
help

ing to avoid
 the occu

rrence of errors. A
 cu

stom
izable d

iagnostics and
 verification fram

e-
w

ork w
ill allow

 verification of the correct statu
s of the T

D
A

Q
 system

 before starting a ru
n or be-

tw
een runs, autom

atically or on request. It w
ill m

ake u
se of a suite of cu

stom
 test program

s,
w

hich are specific for each com
ponent type, in ord

er to d
iagnose fau

lts.

6.5
E

rror recovery 

E
rror recovery m

echanism
s d

escribe the actions w
hich are und

ertaken to correct any im
portant

errors that a com
p

onent has encountered
. T

he m
ain goal is to keep the system

 in a running state
and m

inim
ize the consequ

ences for data taking. 

T
here w

ill be a w
ide range of error recovery m

echanism
s, d

epend
ing on the su

bsystem
 and

 the
exact natu

re of the failure. T
he overall p

rinciple is that the recovery from
 a failure should be

hand
led

 as close as p
ossible to the actu

al com
ponent w

here it occu
rred

. T
his allow

s failu
res to

be d
ealt w

ith in su
bsystem

s w
ithou

t necessarily involving any action from
 other system

s. T
his

d
ecentralizes the know

led
ge requ

ired
 to react appropriately to a failure and it allow

s experts to
m

od
ify the error hand

ling in their sp
ecific subsystem

 w
ithout having to w

orry about the conse-
quences for the fu

ll system
. 

If a failure cannot be hand
led

 at a given level, it w
ill be passed

 on to a higher level in a stand
ard-

ized
 w

ay. W
hile the higher level w

ill not have the detailed
 know

led
ge to correct the error, it w

ill
be able to take a different kind

 of action w
hich is not ap

prop
riate at a low

er level. For exam
ple it

m
ight be able to p

ause the ru
n and draw

 the attention of the shifter to the problem
, or it m

ight
take a subfarm

 out of the ru
nning system

 and
 proceed

 w
ithout it.

T
he actual reaction to the failure w

ill strongly d
epend

 on the type of error. T
he sam

e error con-
d

ition, for exam
p

le tim
eouts on requests, m

ay lead to quite d
ifferent actions dep

end
ing on the

typ
e of com

p
onent. A

 list of p
ossible reactions is given in Section

6.8.

E
ach level in the hierarchy w

ill have d
ifferent m

eans to correct failures. O
nly the highest levels

w
ill be able to p

au
se data taking or d

ecid
e w

hen to stop a run.

T
he functionality for autom

atic recovery by an expert system
 w

ill be integrated into the hierar-
chical stru

ctu
re of the T

D
A

Q
 control fram

ew
ork and

 can optionally take autom
atic action for

the recovery of a fault. It provid
es m

u
lti-level d

ecentralized
 error hand

ling and
 allow

s actions
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on failures at a low
 level. A

 know
led

ge base containing the appropriate actions to be taken w
ill

be established
 at system

 installation tim
e. E

xp
erience from

 integration tests and
 in test beam

operation w
ill initially provid

e the basis for such a know
ledge base. E

ach su
pervision nod

e can
contain rules custom

ized
 to its specific role in the system

.

6.6
E

rro
r lo

gg
ing

 an
d erro

r b
ro

w
sin

g 

E
very reported

 failu
re w

ill be logged
 in a local or central place for later retrieval and analysis.

T
he tim

e of occurrence and details on the origin w
ill also be stored

 to help in d
eterm

ining the
cau

se and
 to build

 failure statistics, w
hich should

 lead
 to the im

plem
entation of corrective ac-

tions and
 im

provem
ents of the system

. C
orrespond

ing brow
sing tools w

ill be p
rovid

ed
.

6.7
D

ata integrity 

O
ne of the m

ajor use cases for Error H
andling and Fau

lt Tolerance concerns the com
m

u
nication

betw
een any sou

rce and its d
estination in the system

.

G
iven the size of the Trigger and D

A
Q

 system
s, there is a fair possibility that at any given m

o-
m

ent one of the sou
rces of d

ata m
ay stop responding. E

ach elem
ent in the D

ataFlow
 can be gen-

erally seen as both sou
rce and d

estination. 

D
ue to electronics m

alfunctioning, e.g. a fau
lt in the pow

er for a num
ber of front-end

 channels,
it m

ay happ
en that a sou

rce tem
porarily stops send

ing d
ata. In this case the best strategy for the

error hand
ling is to have a d

estination that is able to u
nd

erstand
, after a tim

eout and
 possible

retries (asking for d
ata), that the sou

rce is not w
orking. In this case the d

ata fragm
ent is m

issing
and

 the d
estination w

ill build an em
pty fragm

ent, w
ith p

roper flagging of the error in the event
head

er. T
he d

estination w
ill issu

e an error m
essage.

T
here are cases w

here there is no need
 for a tim

eout m
echanism

. T
his is for exam

ple the case of
a R

ead
O

ut L
ink fault d

ue to L
ink D

ow
n. The S-L

IN
K

 protocol signals this situation, the receiv-
ing R

O
S im

m
ed

iately sp
ots it, builds an em

pty fragm
ent, and reports the link fault. A

 sim
ilar

m
echanism

 can also be envisaged
 for the Front-E

nd electronics to R
O

D
 com

m
unication that is

also established
 via point-to-point links.

C
onversely there are situations w

here the tim
eout m

echanism
 is m

and
atory, for exam

p
le w

hen
the com

m
unication betw

een source and
 d

estination is using a sw
itched

 netw
ork. In this case

possible netw
ork congestion m

ay sim
ulate a sou

rce fault.  A
 sw

itched netw
ork is present be-

tw
een the R

O
S and

 the E
vent B

uilding, the R
O

S and
 the LV

L
2, and

 the Event B
uild

ing and
 the

E
vent Filter.

T
he choice of the correct tim

eou
ts can only be m

ad
e once the system

 is fully assem
bled

 w
ith the

final num
ber of nod

es connected
 to the sw

itches. O
nly at that m

om
ent, the norm

al operation
tim

ing can be evaluated
 via d

edicated m
easurem

ents w
ith real and

 sim
u

lated
 data. T

he system
tim

eou
ts m

ay have to be tu
ned

 d
ifferently w

hen the system
 is used for calibrations. In the cali-

bration m
ode the tim

e for getting a d
ata fragm

ent m
ay be higher d

ue to the bigger am
ount of

d
ata to be transferred from

 a source to a d
estination.  
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6.8
U

se cases

A
 short list of p

ossible reactions on d
ifferent levels (from

 insid
e an ap

plication to system
 w

ide)
and their im

p
act on d

ata taking follow
s: 

•
Sym

p
tom

: readou
t link not w

orking properly. 

•
A

ction: R
eset of local hard

w
are

•
Im

pact: Som
e parts of the event m

ight be m
issing. If successful only an inform

a-
tional m

essage w
ou

ld
 be send

 to the higher level. If not successful an error m
essage

w
ould

 be issued
.

•
Sym

p
tom

: tim
eout for requests to a R

O
S insid

e a LV
L

2 nod
e.

•
A

ction: R
etry a configu

rable nu
m

ber of tim
es. 

•
Im

pact: Parts of an event m
ight be m

issing. If not successfu
l, the LV

L
2 trigger m

ight
not be able to run its intend

ed
 algorithm

s and the event has to be force-accepted
. If

the error p
ersists, the d

ata taking efficiency m
ight d

rop
 becau

se the event building
w

ill be m
ostly bu

sy w
ith forced

-accep
t events. 

•
Sym

p
tom

: a d
ataflow

 com
p

onent reports that a R
O

S tim
es ou

t rep
eatedly.

•
A

ction: P
au

se the run, rem
otely reset the R

O
S com

ponent and if successful resum
e

the ru
n. If not successful, inform

 all concerned
 com

ponents that this R
O

S is no
longer available and

 inform
 higher level (w

ho m
ight d

ecid
e to stop

 the ru
n and

take other m
easures like calling an expert).

•
Im

pact: D
ata m

issing in every event.

•
Sym

p
tom

: a LV
L

2 su
p

ervisor event request to a LV
L

2 node tim
es ou

t.

•
A

ction: retry a configurable num
ber of tim

es. T
hen take node out of schedu

ler and
report to higher level.

•
Im

pact: A
vailable LV

L
2 processing p

ow
er red

uced
 (as w

ell as achievable LV
L

2 rate)

•
Sym

p
tom

: a LV
L

2 Sup
ervisor rep

orts that a LV
L

2 nod
e rep

eatedly tim
es ou

t.

•
A

ction: R
em

otely reset the offend
ing nod

e. If successful, the nod
e should

 com
e

back into the run. If not su
ccessful then take node ou

t of schedu
ler and

 report to
higher level.

•
Im

pact: LV
L

2 rate is red
uced

 w
hile nod

e is reset.

•
Sym

p
tom

: N
one of the nod

es in an EF su
bfarm

 can be reached
 via the netw

ork (e.g. in
case of a sw

itch failure).

•
A

ction: Take all affected
 nod

es out of any schedu
ling decisions (e.g. in the D

FM
) to

prevent fu
rther tim

eou
ts. Inform

 higher level about the situation. 

•
Im

pact: D
ata taking rate is red

uced.

A
s can be seen, the sam

e error condition (e.g. tim
eou

ts for requests) lead
s to quite different ac-

tions d
epend

ing on the type of com
ponent. E

ach R
O

S is unique in that its failure lead
s to som

e
non-recoverable d

ata loss. A
 LV

L2 node on the other hand
 can be easily replaced

 w
ith a d

iffer-
ent nod

e of the sam
e kind

.
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6.9
R

eferen
ces

6-1
A

T
L

A
S T

D
A

Q
 E

rror H
and

ling P
olicy and

 R
ecom

m
end

ations
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7
M

on
ito

ring

7.1
O

verview

Fast and
 efficient m

onitoring is essential d
uring data-taking period

s as w
ell as d

u
ring the com

-
m

issioning of the detector. T
he qu

ality of the d
ata sent to perm

anent storage m
ust be m

onitored
continu

ou
sly. A

ny m
alfu

nctioning p
art of the exp

erim
ent m

ust be id
entified

 as soon as p
ossible

so that it can be cured. The types of m
onitoring inform

ation m
ay be events, fragm

ents of events,
or any other kind

 of inform
ation (histogram

s, cou
nters, status flags, etc.). T

hese m
ay com

e from
the hard

w
are, p

rocessors, or netw
ork elem

ents, either directly or via the D
C

S. Som
e m

alfunc-
tions can be d

etected by the observation of a single piece of inform
ation and

 cou
ld be per-

form
ed at the source of the inform

ation. Infrastructure has to be p
rovid

ed
 to process the

m
onitoring inform

ation and
 bring the result to the end

 user (norm
ally the shift crew

).

C
ollecting m

onitoring inform
ation can be done at d

ifferent p
laces in the D

ataFlow
 part of the

T
D

A
Q

 system
: R

O
D

 crate, R
O

S, and
 SFI. A

d
d

itional m
onitoring inform

ation can be p
rovid

ed
by the LV

L
2 trigger and by the Event Filter since they w

ill d
ecod

e data, com
pu

te tracks and
clu

sters. LV
L2 and

 the EF w
ill count relevant quantities for sim

p
le event statistics, for m

onitor-
ing the functioning of the variou

s trigger stages, and
 for tracking their selection p

ow
er.

M
onitoring inform

ation that is collected
 m

ay be p
rocessed

 locally, e.g. in the R
O

D
 m

od
ule, or in

d
ed

icated
 processes running in the E

vent Filter. A
d

ditional processing m
ay be d

one by a d
ed

i-
cated

 O
nline M

onitoring Farm
 possibly also used for calibration activities. R

esults w
ill be sent

to the shift crew
 in the control room

.

It is clear that m
onitoring cannot be precisely d

efined at this stage of the d
evelopm

ent of the ex-
p

erim
ent and

 shou
ld

 therefore be kept as flexible as possible. T
he id

eas presented
 in this section

are the resu
lt of a d

iscussion that has started
 recently at the level of the w

hole A
TL

A
S com

m
uni-

ty [7-1], [7-2]. T
he id

eas are bound
 to evolve d

uring the p
reparation of the exp

erim
ent, as w

ell
as du

ring its lifetim
e.

7.2
M

o
nitoring sou

rces

7.2.1
D

A
Q

 d
ata flow

 m
on

ito
rin

g

7.2.1.1
F

ro
nt-en

d an
d R

O
D

 m
o

nito
ring

H
ere, sub-d

etector front-end
 electronics and

 R
O

D
 m

od
u

le specific m
onitoring is ad

d
ressed

. It
d

eals w
ith:

•
d

ata integrity m
onitoring

•
op

erational m
onitoring (throughpu

t and
 sim

ilar, scaler histogram
s)

•
hard

w
are m

onitoring.
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7.2.1.2
D

ata C
ollectio

n
 m

o
n

ito
rin

g 

H
ere, it is D

A
Q

 specific m
onitoring w

hich is ad
dressed:

•
d

ata integrity m
onitoring

•
operational m

onitoring (throughput and
 sim

ilar, scaler histogram
s)

•
hard

w
are m

onitoring.

7.2.2
Trig

ger m
on

ito
rin

g

7.2.2.1
Trig

g
er d

ecisio
n

T
he general p

hilosophy of the trigger d
ecision m

onitoring is to re-evaluate the decision of each
trigger level on sam

ples of both accep
ted and

 rejected events in ord
er to confirm

 the quality of
the decision.

7.2.2.1.1
LV

L1 decision

T
he LV

L
1 decision (for LV

L
1 accepts) is cross-checked

 w
hen doing the LV

L
2 processing. In ad

-
d

ition, a p
re-scaled

 sam
ple of m

inim
um

-bias LV
L

1 triggers w
ill be p

assed
 to ded

icated
 p

rocess-
ing tasks (p

ossibly in a d
edicated partition of the E

vent Filter or in an O
nline M

onitoring Farm
).

7.2.2.1.2
LV

L2 decision

T
he LV

L
2 decision (for LV

L
2 accepts) is cross-checked

 w
hen doing the E

F processing and
 p

re-
scaled sam

ples of events rejected
 at LV

L2 w
ill be passed

 to the EF.  D
etailed

 inform
ation on the

processing in LV
L

2 is ap
pend

ed
 to the event (via the p

R
O

S) for accepted
 and

 force-accep
ted

events. T
his w

ill be available at the E
F for fu

rther analysis.

7.2.2.1.3
E

F
 decision

D
etailed

 inform
ation w

ill be ap
pend

ed
 to the event, for a su

b-set of accepted
 and rejected

events for further offline analysis.

7.2.2.1.4
C

lassification m
onitoring

For m
onitoring, classification is a very im

portant output of both LV
L2 and

 E
F processing. It con-

sists of a 128-bit bitm
ap w

hich records w
hich signatu

res in the trigger m
enu

 w
ere p

assed. H
isto-

gram
s w

ill be filled
 locally on the processors w

here the selection is perform
ed

. W
ith a

m
axim

u
m

 accept rate of 3.3
kH

z for LV
L

2 and
 200

H
z for EF, and assum

ing a sam
pling rate of

0.1
H

z, a 1
byte dep

th is su
fficient for the histogram

s. For both LV
L

2 and
 E

F farm
s, the band

-
w

id
th for the transfer of the histogram

s is therefore 3.5
kbyte/

s.
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7.2.2.1.5
P

hysics m
onitoring

In ad
dition to classification m

onitoring, the sim
p

lest ap
proach to m

onitoring the qu
ality of the

p
hysics w

hich is sent to perm
anent storage is to m

easure the rates for som
e physics channels. It

can be perform
ed

 easily in the EF. A
 part of the result of these m

onitoring operations w
ill be ap-

p
end

ed to the event bytestream
 for offline analysis. O

ther d
ata w

ill be sent to the operator via
the stand

ard
 O

nline Softw
are m

ed
ia for an online analysis and

 d
isplay.

A
n interesting approach to the physics m

onitoring could
 consist of a set of prescaled

 physics
triggers w

ith relaxed
 threshold

s to m
onitor both the trigger d

ecision and
 the effect of the trigger

sharp
ness. Fu

rther stud
ies w

ill be perform
ed to explore this app

roach.

H
istogram

s of the rates for every item
 of the trigger m

enu as a function of tim
e w

ill be recorded
,

w
ith the relevant variables w

ith w
hich they m

u
st be correlated (e.g. the instantaneous lum

inos-
ity). Su

ch histogram
s can very quickly give evid

ence of any m
alfunctions, although their inter-

p
retation m

ay be quite tricky.

W
ell-know

n p
hysics channels w

ill be m
onitored so that one w

ill perm
anently com

p
are the ob-

served rates w
ith the expected

 ones. T
he list of su

ch channels w
ill be established

 in collab-
oration w

ith the physics group
s.

Inform
ation com

ing from
 the reconstruction algorithm

s executed for selection purposes in the
E

F m
ay be of interest. O

ne w
ill m

onitor, for exam
ple, the num

ber of tracks found
 in a given de-

tector or the track qu
ality at p

rim
ary and second

ary vertex on a per event basis. T
here again, a

com
p

arison w
ith reference histogram

s m
ay be of great help

 in d
etecting m

alfu
nctioning. Phys-

ics quantities w
ill be m

onitored
, e.g. m

ass-plots of W
 and

 Z
, n-Jet rates, reconstructed

 vertex lo-
cation, qu

ality of m
u

on-tracks, quality of calorim
eter clusters, and

 qu
ality of ID

 tracks. Input is
requ

ired
 from

 offline reconstruction groups.

7.2.2.2
O

peratio
nal m

o
n

ito
rin

g

T
his section covers all aspects related to the ‘system

’, e.g. the transp
ortation of the events or

event fragm
ents, the usage of com

p
uting resou

rces, etc.

7.2.2.2.1
LV

L1 operational m
onitoring

T
he integrity and

 correct operation of the LV
L

1 trigger hardw
are w

ill be m
onitored

 by process-
es running in trigger crate C

P
U

s, and also by m
onitoring tasks in the E

vent Filter. 

T
he LV

L
1 trigger is the only place w

here every bunch crossing is processed
 and w

here a crud
e

p
icture of the beam

 conditions can be found. For exam
ple, the calorim

eter trigger fills histo-
gram

s in hard
w

are of the trigger-tow
er hit rates and spectra. T

his is done for every trigger tow
-

er and can quickly id
entify hot channels w

hich, if necessary, can be supp
ressed

. H
ard

w
are

m
onitoring is used

 to check the integrity of links betw
een different p

arts of the LV
L1 trigger, e.g.

betw
een the calorim

eter trigger p
reprocessor and

 the clu
ster and

 jet/energy-sum
 processors.

T
he C

entral Trigger Processor (C
T

P
) w

ill be m
onitored

 m
ainly at the R

O
D

 level, u
sing internal

scalers and
 histogram

s. It w
ill includ

e beam
 m

onitoring, includ
ing scaling of the trigger inp

uts
on a bunch-to-bunch basis.

A
fter the E

vent B
uilder, m

onitoring tasks, ru
nning in the E

vent filter or in a d
edicated M

onitor-
ing Farm

, w
ill check for errors in the trigger processors on a sam

pling basis. T
his w

ill be at a
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low
 rate, but w

ill have high d
iagnostic pow

er since d
etails of the LV

L1 calu
clations can be

checked
. E

vent Filter tasks w
ill also prod

uce various histogram
s of trigger rates, their correla-

tion, and history.

7.2.2.2.2
LV

L2 operational m
onitoring

T
he LV

L2 selection softw
are ru

ns w
ithin the fram

ew
ork provid

ed by the D
ata C

ollection (D
C

)
in the L

2PU
. It w

ill therefore use the D
C

 infrastructure and
 hence the m

onitoring tools foreseen
for this system

. T
he follow

ing relevant asp
ects of LV

L2, w
ill be m

onitored
:

•
trigger, d

ata, and
 error rates

•
C

P
U

 activity

•
queue occup

ancies (load balancing).

O
ther valuable pieces of inform

ation for m
onitoring w

hich could
 b

e perform
ed by LV

L
2 process-

ing units are:

•
LV

L
2 selectivity per LV

L
1 trigger type

•
num

ber of R
oIs per R

oI type

•
R

oI occupancies per sub-detector

•
R

oI specific hit-m
aps per sub-detector.

In contrast to these d
ata w

hich d
o not requ

ire m
u

ch C
P

U
 p

ow
er, the m

onitoring of the qu
ality

of the d
ata by LV

L2 p
rocessors is not envisaged

. Indeed
, the available tim

e bud
get is lim

ited be-
cau

se of the necessity to release d
ata from

 the R
O

B
. M

onitoring a fraction of the events in the
L

2PU
 is not d

esirable since this w
ould

 introd
uce large variations in LV

L2 latencies as w
ell as

possible points of w
eakness in the LV

L2 system
. T

he necessary m
onitoring of the LV

L
2 qu

ality
is therefore d

elegated to the d
ow

nstream
 m

onitoring facilities, i.e. the EF (or online m
onitoring

farm
) and

 the offline analysis. O
ne should

 how
ever discuss very carefu

lly the opp
ortu

nity for
the L2P

U
 to fill som

e histogram
s, p

ossibly read at the end
 of the run, so that high statistics infor-

m
ation is given. T

his inform
ation can not reasonably be obtained

 by using events selected
 by

forced
 accepts on a pre-sam

pled
 basis. T

he evalu
ation of the extra C

PU
 load

 for such op
erations

should
 be m

ad
e.

7.2.2.2.3
E

F
 operational m

onitoring

T
he m

onitoring of the data flow
 in the Event Filter w

ill be d
one prim

arily at the level of the
E

vent Filter data flow
 p

rocess. Specific E
FD

 tasks, part of the m
ain data flow

, w
ill be in charge

of produ
cing relevant statistics in term

s of throu
ghp

ut at the d
ifferent levels of the data flow

.
T

hey have no connection w
ith other p

rocesses external to EFD
. The d

etailed
 list of inform

ation
of interest for the end u

ser has not yet been finalized
 and

 w
ill continue to evolve throughou

t the
lifetim

e of the experim
ent.

A
m

ong the m
ost obvious p

aram
eters w

hich are going to be m
onitored

, one m
ight quote:

•
the nu

m
ber of events entering the Farm

•
the nu

m
ber of events entering each su

b-farm

•
the nu

m
ber of events entering each p

rocessing host
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•
the nu

m
ber of events entering each processing task

•
the num

ber of events selected
 by each processing task, as a function of the p

hysics chan-
nels present in the trigger m

enu

•
the sam

e statistics as above at the level of the processing host, the sub-farm
, and the Farm

.

O
ther statistics m

ay be of interest such as the size of the events, as a function of d
ifferent p

aram
-

eters (the tim
e, the lu

m
inosity of the beam

, and
 the physics channel).

T
he resu

lts of the d
ata flow

 m
onitoring w

ill be sent to the operator via stand
ard

 O
nline Soft-

w
are m

edia (e.g. IS or H
istogram

 Service in the present im
plem

entation).

7.2.2.2.4
P

E
S

A
 S

W
 operational m

onitoring

A
 first list of param

eters w
hich could

 be m
onitored

 for d
ebu

gging purposes and
 com

parison
w

ith m
odelling resu

lts can be given:

•
tim

e sp
ent in each algorithm

•
frequency at w

hich each algorithm
 is called

•
num

ber of step
s in the step sequencer before rejection

•
info and

 d
ebug m

essages issued
 by the PE

SA
 SW

•
num

ber of active input/output trigger elem
ents.

Som
e of these points could be m

onitored d
uring norm

al d
ata taking.

P
rofiling tools, such as N

etL
ogger for coarse m

easurem
ents and TA

U
, have already been stu

d-
ied

 in the context of LV
L

2, and
 their u

se on a larger scale w
ill be consid

ered by the PE
SA

 soft-
w

are team
.

It is intend
ed

 to m
ake use of the A

TH
EN

A
 H

istogram
m

ing service, w
hich should

 therefore be
interfaced

 to the E
F infrastru

ctu
re. Som

e control m
echanism

s should
 be p

rovided
 to configure

the various m
onitoring options and

 to op
erate on the histogram

s (e.g. to reset them
 after having

been transferred
).

7.2.3
N

etw
ork m

on
ito

rin
g

M
onitoring the TD

A
Q

 netw
ork activity is essential d

u
ring the d

ata taking period
. A

 very large
num

ber of sw
itches (several hundred

s) w
ill be includ

ed
 in the netw

ork. T
heir m

anagem
ent and

m
onitoring is crucial. A

 first experience has been gained w
ith the testbed

 used
 for netw

ork and
d

ata flow
 stu

dies. R
equ

irem
ents are presented in [7-3].

P
relim

inary stu
d

ies have been u
nd

ertaken for tool evaluation. A
 first evalu

ation of the tool
u

sed
 by C

E
R

N
-IT

 (Spectrum
, from

 A
prism

a) has been m
ad

e. It has been found
 quite m

ature and
it offers m

ost of the exp
ected

 fu
nctionality. N

ice graphical interfaces are available giving an ac-
curate and

 exp
licit view

 of the system
 (Figu

re
7-1). E

xtra w
ork w

ill be requ
ired

 to integrate the
tool w

ith the O
nline Softw

are environm
ent.
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7.2.4
D

etector m
o

nitorin
g

T
he d

etector m
onitoring can be d

one at d
ifferent places in the D

ataFlow
 part of the TD

A
Q

 sys-
tem

: R
O

D
 C

rate, R
O

S, and
 SFI. M

oreover, ad
d

itional m
onitoring can be provid

ed
 by the LV

L
2

trigger and
 by the Event Filter du

e to the fact that these p
rogram

s w
ill d

ecod
e d

ata, com
pute

tracks and clusters, count relevant quantities for sim
ple event statistics, and

 m
onitor the func-

tioning of the variou
s trigger levels and

 their selection p
ow

er.

T
he R

O
D

 level is the first place w
here the m

onitoring of the d
ata qu

ality and
 integrity can be

easily done. T
he com

p
uting p

ow
er provided

, for exam
p

le, by the D
SPs installed

 d
irectly on the

R
O

D
 board

 allow
s sophisticated

 calculations to be p
erform

ed
 and histogram

s to be filled
. Send

-
ing these histogram

s to analysis w
orkstations w

ill then be perform
ed

 by the R
O

D
 crate C

P
U

(using the O
nline Softw

are tools running on this C
PU

).

Som
e detectors w

ill need
 a system

atic m
onitoring action at the beginning of the ru

n to check the
integrity of the system

. T
his concept has alread

y been introdu
ced

 at the test beam
 by the P

ixel
sub-detector. A

t the beginning of the run and at the end
 there are sp

ecial events w
ith start and

end
-of-run statistics. The need for having this first check of the data at the R

O
D

 level is driven
by the huge am

ount of inform
ation. If m

onitored later, the back tracking of p
ossible problem

s
w

ou
ld be com

plicated
. T

he frequ
ency of this activity, for norm

al operation, can be lim
ited

 to the
start and end of run.

L
arger parts of the detector are available at the R

O
S level (com

pared
 to the R

O
D

 level), and
m

onitoring at this level is therefore consid
ered as a potentially interesting facility. A

 correlation
betw

een R
O

S crates is not seen as need
ed

 because su
ch a correlation m

ay be obtained
 at the SFI

F
ig

u
re

7-1  E
xam

ple of a user interface of the S
pectrum

 tool
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level. E
vent fragm

ents sam
pled

 at the level of the R
O

S could
 be routed to d

ed
icated

 w
orksta-

tions operated by the shift crew
.

W
hen inform

ation from
 several d

etectors is needed
, the natu

ral place to m
onitor it is after the

E
vent Bu

ild
er. T

he SFI is the first place w
ere fully-assem

bled
 events are available. T

he m
onitor-

ing at the level of the SFI is the first place in the d
ata flow

 chain w
here the calorim

eter, m
u

on
spectrom

eter, and
 LV

L
1 inform

ation is available. T
his can be used

, for exam
ple, to cross-check

the data for LV
L

1 calorim
eter trigger tow

ers against the m
ore-p

recise, fine-granularity calorim
-

eter read
out. M

oreover at the SFI level a first correlation am
ong sub-detectors is possible and is

seen as extrem
ely u

seful.

W
hen the m

onitoring requ
ires som

e reconstruction operations, it seem
s natu

ral to try to save
com

p
uting resources by re-u

sing the resu
lts obtained

 for selection purposes and therefore to ex-
ecu

te this activity in the fram
ew

ork of the E
F. In ad

dition, som
e d

etectors p
lan to p

erform
 m

on-
itoring at the level of event d

ecoding, i.e. in the bytestream
 conversion service, and

 to fill
histogram

s d
uring the reconstruction p

hase associated w
ith the selection proced

ure in the E
F.

T
hese histogram

s shou
ld be sent regularly to the shift op

erators and archived
. M

ore sop
his-

ticated
 m

onitoring operations m
ight require longer execu

tion tim
es. H

ow
ever, since C

P
U

 pow
-

er available in the E
F should be kep

t in first p
riority for selection, it seem

s m
ore efficient to have

a d
edicated m

onitoring farm
 ru

nning besid
e the EF.

Finally, som
e m

onitoring activities such as calibration and
 alignm

ent checks m
ay require events

w
ith a special topology selected

 at the level of the Event Filter. For instance, the Inner D
etector

group
 plans to perform

 the alignm
ent of the tracking system

 online. T
his requ

ires thou
sands of

selected
 events, to be either stored

 on a local d
isk or fed

 d
irectly to the processing task. T

hen
C

P
U

 
intensive 

calculations 
are 

requ
ired

 
to 

invert 
m

atrices 
w

hich 
m

ay 
be 

as 
large 

as
30000

×
30000. W

ith a clu
ster consisting of 16 PC

s (as available in 2007, i.e. 8
G

H
z d

ual C
P

U
 P

C
w

ith 1
G

byte of fast m
em

ory and
 a 64-bit floating p

oint arithm
etic u

nit), this can be com
pleted

in less than one hou
r. A

 very efficient m
onitoring of the tracker alignm

ent can therefore be per-
form

ed. Sim
ilar requirem

ents are m
ad

e by the M
u

on Spectrom
eter for the purpose of m

onitor-
ing and

 calibration operations.

7.3
To

ols for m
o

nito
rin

g

T
his section d

escribes w
here and

 how
 (i.e. w

ith w
hich tools) m

onitoring op
erations w

ill be p
er-

form
ed.

7.3.1
O

nlin
e S

o
ftw

are services

T
he O

nline Softw
are (see C

hapter
10) provid

es a num
ber of services w

hich can be used as a
m

onitorin
g m

echanism
 w

hich is ind
epend

ent of the m
ain d

ata flow
 stream

. T
he m

ain resp
onsi-

bility of these services is to transport the m
onitoring d

ata requests from
 the m

onitoring destina-
tions to the m

onitoring sources, and to transport the m
onitoring d

ata back from
 the sources to

the d
estinations.

T
here are four services p

rovid
ed

 for d
ifferent types of m

onitoring inform
ation:

•
E

ven
t M

on
itorin

g S
ervice —

 responsible for the transportation of p
hysics events or event

fragm
ents sam

pled from
 w

ell-d
efined points in the data flow

 chain and
 delivered

 to anal-
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ysis applications. T
hese w

ill exam
ine and

 analyse the d
ata in ord

er to m
onitor the state of

the data acqu
isition and

 the quality of the physics d
ata in the exp

erim
ent.

•
In

form
ation

 S
ervice —

 responsible for the exchange of u
ser-d

efined
 inform

ation be-
tw

een T
D

A
Q

 app
lications and

 is aim
ed at being used for the operational m

onitoring. It
can be used

 to m
onitor the statu

s and
 variou

s statistics d
ata of the TD

A
Q

 sub-system
s

and
 their hardw

are or softw
are elem

ents.

•
H

istogram
m

in
g S

ervice —
 a specialisation of the Inform

ation Service w
ith the aim

 of
transporting histogram

s. It accep
t several com

m
only used

 histogram
 form

ats (R
O

O
T

 his-
togram

s for exam
ple) as the typ

e of inform
ation w

hich can be sent from
 the m

onitoring
sources to the d

estinations.

•
E

rror R
ep

ortin
g S

ervice —
 provid

es transp
ortation of the error m

essages from
 the soft-

w
are ap

plications w
hich d

etect these errors to the applications w
hich are resp

onsible for
their m

onitoring and hand
ling.

E
ach service offers the m

ost appropriate and
 efficient fu

nctionality for a given m
onitoring d

ata
type and

 provid
es specific interfaces for both m

onitoring sources and
 destinations.

7.3.2
C

o
m

p
uting

 resou
rces fo

r m
o

nitoring

7.3.2.1
W

orkstatio
n

s in
 S

C
X

1

It is foreseen to have several w
orkstations in the the SC

X
1 C

ontrol R
oom

 near the experim
ent

pit. T
hese w

orkstations w
ill be operated

 by the sub-d
etector crew

s w
ho are on shift. T

hey w
ill

receive, via the Ethernet netw
ork, the results com

ing from
 operations perform

ed in R
O

D
 and

R
O

S crates as w
ell as event fragm

ents. W
hether the netw

ork is a ded
icated

 one or the general-
pu

rpose one is still an open question. T
hese w

orkstations w
ill perform

 subsequ
ent treatm

ent
such as histogram

 m
erging or event display. T

hey m
ay possibly d

elegate p
rocessing to m

a-
chines (clu

sters ?) in rem
ote sites if available local C

P
U

 pow
er is not sufficient. R

esults of m
oni-

toring op
erations w

ill be m
ad

e available to the w
hole shift crew

 using the d
edicated O

nline
Softw

are services.

7.3.2.2
M

o
nito

ring
 in

 the E
ven

t F
ilter

From
 the beginning of the d

esign of the EF, it has been foreseen to perform
 som

e m
onitoring ac-

tivities there, in ad
d

ition to the ones related
 directly to the selection operation. EF is ind

eed
 the

first place in the d
ata-selection chain w

here the full inform
ation about the events is available.

D
ecisions from

 the previous levels of the trigger system
 can be checked

 for accepted
 events and

for those that w
ould

 norm
ally have been rejected

, but w
ere retained

 on the basis of a forced ac-
cep

t. Inform
ation com

ing from
 the reconstru

ction p
hase, w

hich generally requ
ires a large

am
ou

nt of C
PU

 pow
er, can rather easily be re-used

, leading to large savings in term
s of com

pu
t-

ing resou
rces. 

M
onitoring in the E

F can be perform
ed in d

ifferent p
laces:

•
d

irectly in the filtering tasks (w
hich raises the problem

 of the robu
stness of the m

onitor-
ing cod

e),
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•
in ded

icated
 m

onitoring tasks running in the context of the E
vent Filter (here one should

think of passing the inform
ation gathered in the filtering task to take profit of the C

P
U

p
ow

er alread
y u

sed
).

A
s alread

y stated
, the first priority of the E

F m
ust be the selection proced

ure w
hich shou

ld
 not

be jeopard
ized by introd

ucing som
e C

P
U

-intensive ap
plications in the processing host. M

oni-
toring in the EF should

 therefore be reserved to light-w
eight app

lications w
hich w

ou
ld

 profit
m

ost from
 re-using p

ieces of inform
ation p

rod
u

ced
 by EF Processing Tasks.

7.3.2.3
M

o
nito

ring
 after the E

ven
t F

ilter

In ord
er to p

erform
 the C

PU
-intensive m

onitoring activities such as the ones described
 at the

end of Section
7.2.4, a d

ed
icated

 O
nline Farm

 shou
ld

 be p
rovid

ed. Su
ch a farm

 is also necessary
to perform

 the various calibration tasks w
hich d

o not requ
ire the full offline fram

ew
ork. It

w
ould be fed

 by events specially selected in the E
F, as w

ell as d
irectly by the general D

ataFlow
throu

gh one or m
ore d

ed
icated SFIs (so that it m

ay receive events selected
 at p

reviou
s stages of

the d
ata acquisition chain). Su

ch specially selected
 events m

ay be events rejected at LV
L

1 or
LV

L2 (on a prescaled
 basis), or events tagged

 for calibration pu
rposes (physical as w

ell as non
p

hysical events, e.g. generated
 by a p

ulser or correspond
ing to em

p
ty bunches).

If su
ch an O

nline Farm
 w

ere to be u
sed

, one w
ou

ld
 require that the D

ata Flow
 M

anager be able
to route events tow

ard
s specific SFIs accord

ing to a tag set at various levels of the d
ata acquisi-

tion chain (front end
, LV

L
1, or LV

L
2). T

he D
ataFlow

 fram
ew

ork d
eveloped

 for the E
vent Filter

seem
s to be w

ell su
ited

 for the d
istribution of the events to the d

ifferent applications. M
oreover,

a uniform
 approach for the E

F and
 the O

nline Farm
 w

ould bring som
e flexibility for the global

com
p

uting pow
er u

sage, since intensive m
onitoring is likely to be m

ore requ
ired

 d
uring com

-
m

issioning or d
ebu

gging phases w
hile p

hysics quality is not the first priority, and
 conversely.

T
he size of this O

nline Farm
 is still to be evaluated.

7.4
A

rchivin
g m

on
ito

rin
g d

ata

D
ata w

hich are prod
uced

 by m
onitoring activities should

 be archived
 by som

e bookkeeping
service so that they can be cross-checked

 offline w
ith m

ore d
etailed analysis. O

ne should
 also

store (in a ded
icated

 channel?) events w
hose acceptance has been forced

 at any level of the se-
lection chain. T

hese events are necessary to evaluate p
recisely the acceptance of the trigger.

7.5
R

eferen
ces

7-1
B

. D
i G

irolam
o et al., Introduction to M

onitoring in T
D

A
Q

, A
T

L
-D

-O
R

-001,
http

s:/
/

ed
m

s.cern.ch
/

d
ocu

m
en

t/
382428/

1

7-2
B

. D
i G

irolam
o et al., A

T
LA

S M
onitoring R

equirem
ents, in p

rep
aration

7-3
M

. Z
u

rek, N
etw

ork M
anagem

ent R
equirem

ents, A
T

L
A

S T
D

A
Q

 D
ata C

ollection N
ote 2002-

042,
http

:/
/

cern
.ch

/
A

tlas/
G

R
O

U
P

S/
D

A
Q

T
R

IG
/

D
ataFlow

/
D

ataC
ollection/

D
ataC

ollection.htm
l
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8
D

ata-flow

T
his chapter presents the results of studies that have been perform

ed to validate the baseline D
ataFlow

 ar-
chitecture presented in C

hapter
5. A

s the studies have been perform
ed w

ith a prototype im
plem

entation of
the baseline D

ataFlow
 architecture a brief description of the detailed design and im

plem
entation is also

given, building on the high level designs presented in C
hapter

5.

T
he results are presented according to the m

ajor functions that m
ust be perform

ed by the D
ataFlow

: de-
tector readout, m

essage passing, netw
ork studies, R

oI collection and event building.

T
he perform

ance of the overall D
ataFlow

 system
 is presented in C

hapter
14.

8.1
D

etecto
r read

out and
 event fragm

ent bu
ffering

8.1.1
R

O
D

 crate d
ata acq

uisitio
n

R
O

D
 C

rate D
A

Q
 com

prises all the softw
are and

 hardw
are to op

erate one or m
ore R

O
D

 C
rates

and is dep
loyed on the SB

C
 of the R

O
D

 C
rate and a controlling PC

 [8-21]. It p
rovides the func-

tionality of configuration, control and
 m

onitoring of one or m
ore R

O
D

 crate system
s ind

epend-
ently of the rest of the D

ataFlow
 system

. T
his fu

lfils the d
etector com

m
unity’s requ

irem
ents of

operational indep
end

ence du
ring their com

m
issioning and

 calibration p
roced

u
res. T

his m
od

el
also allow

s the tim
escale for the d

eploym
ent and

 com
m

issioning of the D
ataFlow

 to be d
ecou-

p
led

 from
 that of the d

etector’s read
out need

s. D
uring norm

al experim
ent operations the sam

e
R

O
D

 crate D
A

Q
 is operated

 as an integral part of the overall D
A

Q
.

A
 block d

iagram
 of R

O
D

 crate D
A

Q
 is show

n in Figure
8-1. E

vent d
ata flow

s into the R
O

D
s via

the FE
L

s and
 out via the S-LIN

K
. R

O
D

 C
rate D

A
Q

 provid
es for the sam

p
ling of R

O
D

 event
fragm

ents w
ithin this flow

. The sam
pling m

ay be from
 a R

O
D

, a set of R
O

D
s 1 w

ithin the sam
e

crate or one or m
ore R

O
D

 crates. In ad
dition to the sam

p
ling of R

O
D

 event fragm
ents, R

O
D

crate D
A

Q
 also provides for the retrieval of the results of calibration proced

ures p
erform

ed

F
igu

re
8-1  B

lock diagram
 of the context and contents of R

O
D

 C
rate D

A
Q

RCP

F
ront-end E

lectronics

R
O

S

R
O

D
 C

rate

config &
 control

R
O

D
 even t

fragm
ents

(R
C

W
)

E
vent sam

pling
event sam

ple &

L
A

N

R
O

D
 C

rate

config &
 control

calibration info.

W
orkstation

calibration info.
R

O
D

s R
O

D
 event

fragm
ents
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w
ithin the R

O
D

s. Su
bsequently the sam

p
led

 d
ata m

ay be fu
rther analysed

, record
ed to m

ass
storage or in the case of calibration data w

ritten to a database. The d
etector requirem

ents on the
sam

pling rate is O
(H

z) [8-21]. This non-d
em

anding requ
irem

ent allow
s the sam

p
ling from

 one
or m

ore R
O

D
 crates to be d

one over a L
A

N
 u

sing T
C

P/
IP, thus sim

p
lifying certain aspects of

the design and im
plem

entation.

T
he fram

ew
ork of R

O
D

 C
rate D

A
Q

 is organized
 into four layers: hard

w
are, op

erating system
,

low
-level services, and

 high-level tasks. T
he latter are based

 on a skeleton w
hich im

plem
ents

d
etector ind

epend
ent functionality and for an id

entified
 set of fu

nctions m
ay be extend

ed
 to

m
eet detector specific requirem

ents.

R
O

D
 C

rate D
A

Q
 re-uses D

ataFlow
 and

 O
nline softw

are w
here possible. T

he R
O

D
 C

rate con-
troller is an extension of the L

ocal C
ontroller d

evelop
ed

 for the R
O

S, see Section
8.1.3.1, and

 as
such im

p
lem

ents all the functionality p
rovided

 by the O
nline softw

are for configu
ration, con-

trol and
 m

onitoring. In ad
d

ition, other R
O

S softw
are m

od
ules are used to provide the high-lev-

el task skeleton and
 low

-level services. A
 p

rototype system
 is being developed, now

 in
conjunction w

ith d
etector specific developers, and a first d

istribution is schedu
led

 for June 2003
[8-22].

8.1.2
R

eadO
ut link

Sub-d
etectors transm

it event d
ata accepted by the LV

L
1 over front-end

 links and
 u

se R
O

D
s to

m
ultiplex the data. E

ach of the su
b-d

etectors has d
ifferent requirem

ents and consequently the
im

p
lem

entation of the R
O

D
 varies betw

een sub-d
etectors. T

he guid
elines for d

esigning the
R

O
D

 are set out in the Trigger &
 D

A
Q

 Interfaces w
ith Front-E

nd System
s: R

equirem
ent D

ocu-
m

ent [8-1]. The p
urp

ose of the R
O

L
 is to connect the sub-detectors to the T

D
A

Q
 system

 and it is
responsible for transm

itting error-free d
ata from

 the output of the R
O

D
 to the inpu

t of the R
O

S,
i.e. the R

oB
In.

T
he R

O
L

 requ
irem

ents have been stable since the H
igh-level Triggers, D

A
Q

 and
 D

C
S Technical

Proposal T
P [8-2]:

•
32 bit d

ata at 40.08
M

H
z, (~

160
M

byte/
s)

•
A

 control bit to id
entify the start and

 end
 of an event

•
X

on/X
off flow

 control

•
E

rror detection, error rate <
 10

-12

•
A

 m
axim

um
 length of 300

m
 for the fibre version, 25

m
 for the electrical version.

To ensure hom
ogeneity, the ou

tpu
t of the R

O
D

 is defined
 by the S-LIN

K
 specification [8-3]. In

ad
dition, the raw

 event form
at [8-4] d

efines the ord
er and

 content of the inform
ation transm

it-

1.
T

he coherent sam
p

ling from
 one or m

ore R
O

D
s d

epend
s on the im

plem
entation of the

R
O

D
.
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ted
 from

 the R
O

D
. A

t the other end of the R
O

L
, the R

O
S inpu

ts are id
entical for all sub-d

etec-
tors and also conform

 to the S-L
IN

K
 stand

ard
.

T
he S-L

IN
K

 specification has been stable since 1996. It is used in C
O

M
PA

SS and
 in other LH

C
experim

ents, e.g. C
M

S. S-L
IN

K
 is an interface d

efinition; it only d
efines a protocol and

 recom
-

m
end

s connector pin-out. A
s show

n in Figure
8-2, the R

O
D

 end
 of the R

O
L

 is called
 the Link

Sou
rce C

ard (L
SC

) and
 the R

O
S end

 the Link D
estination C

ard
 (L

D
C

). T
hey are connected by

optical fibres or cop
per cables. E

vent data flow
s from

 the L
SC

 to the LD
C

 on the forw
ard chan-

nel. Flow
 control inform

ation, i.e. the R
O

S can stop
 the R

O
D

 send
ing d

ata if input buffers are al-
m

ost full, flow
s from

 the L
D

C
 to the L

SC
 on the return channel.

T
he D

IG
 - R

O
D

 W
orking G

rou
p have also recom

m
ended

 that the LSC
 be placed

 on a m
ezzanine

card
 to facilitate supp

ort and
 up

grad
eability [8-5]. T

he form
 factor of these m

ezzanine card
s is

based
 on the C

M
C

 [8-6] stand
ard

.

T
he L

SC
 plugs onto the S-LIN

K
 connector on the R

O
D

 (or its associated
 rear transition card).

For the forw
ard

 channel, a Field-program
m

able gate array (FPG
A

) handles the protocol and de-
livers w

ord
s to a serial/d

eserialiser (SE
R

D
ES) chip w

hich p
erform

s parallel-to-serial d
ata con-

version and encoding. T
he outp

ut of the SER
D

ES drives an optical transceiver that in turn feeds
the op

tical fibre. T
he op

eration of the receiving card
, the LD

C
, is a m

irror im
age of the L

SC
. In

fact the cu
rrent L

SC
 and

 LD
C

 are p
hysically the sam

e card
 w

ith d
ifferent program

s in the FP-
G

A
.

V
arious prototype im

plem
entations of the R

O
L

 have been built to prove the concep
t and

 m
eas-

u
re the p

erform
ance. A

 p
reviou

s version of the R
O

L, the O
D

IN
, used

 a physical layer that w
as

based
 on the H

ew
lett P

ackard G
-L

IN
K

s (H
D

M
P-1032/

1034). T
hese have also been u

sed
 suc-

cessfu
lly in test-beam

s and
 eighty of these R

O
L

s are being used in the C
O

M
PA

SS exp
erim

ent.
H

ow
ever, the m

axim
um

 band
w

id
th is lim

ited
 by the G

-L
IN

K
 at 128

M
byte/s. Follow

ing the
second R

O
D

 w
orkshop, the requ

irem
ents of the R

O
L w

ere increased
 to 160

M
byte/

s and
 a sec-

ond version of this link w
as d

esigned w
hich u

sed
 tw

o G
-L

IN
K

s chips per channel. T
his raised

the cost as tw
o pairs of fibres and associated

 connectors are required
.

A
nother recom

m
end

ation of the R
O

D
 W

orking G
roup w

as to build
 a R

O
L that w

ou
ld

 use only
one pair of fibres. This has been achieved

 by u
sing 2.5 G

bit/s com
p

onents in the current d
esign,

the H
igh-speed

 O
ptical L

ink for A
T

L
A

S (H
O

L
A

) [8-7]. In this im
plem

entation a sm
all FP

G
A

,
the E

P20K
30E

 A
P

EX
 20K

, handles the S-L
IN

K
 protocol. T

he SER
D

E
S chip is a Texas Instru-

m
ents T

L
K

2501 running at 2.5 G
bit/s for both the forw

ard
 and

 the return channels (one p
er

F
igu

re
8-2  T

he relationship betw
een the S

-LIN
K

 and the R
O

L

R
O

D
L
S
C

S
-L
I
N
K

F
o
r
w

a
r
d
 C

h
a
n
n
e
l

R
e
t
u
r
n
 C

h
a
n
n
e
l

R
O

S
L
D
C

S
-
L
I
N
K

R
e
a
d

o
u
t
 L

in
k
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card
). For the optical transceiver, the Sm

all Form
 Factor P

lu
ggable M

u
ltim

od
e 850 nm

 2.5 G
bit/

s w
ith LC

 C
onnectors is recom

m
end

ed, e.g. the Infineon V
23818-N

305-B
57. T

he use of plu
gga-

ble com
ponents allow

s the op
tical com

p
onents to be changed

 in case of failure.

Test equ
ip

m
ent has been d

eveloped
 for the R

O
D

/
R

O
L

/
R

O
S. T

his inclu
des an em

u
lator that

can be p
laced on the R

O
D

 to check that the R
O

D
 conform

s to the S-L
IN

K
 specification. Sim

ilar-
ly, an em

ulator exists that can be placed
 on a R

O
S to em

ulate a R
O

L
 connection. T

he em
ulators

allow
 R

O
D

, R
O

L
 and

 R
O

S d
esigns to be tested

 at full band
w

id
th and

 errors to be introd
uced in

a controlled m
anner. T

he H
O

L
A

 w
as prod

u
ced

 and
 tested

 in 2002 and
 satisfies all requ

irem
ents

of the R
O

L.

In add
ition, for the purposes of exploitation in laboratory test set-up

s and
 in test-beam

s, i.e. fu
r-

ther testing, card
s exist w

hich allow
 the R

O
L

 to be interfaced to the PC
I Bu

s in a PC
. Perform

-
ance m

easurem
ents of this interface [8-8] have show

n that d
ata can be transferred

 into a P
C

 at
160

M
byte/s using a single R

O
L

 inpu
t. M

od
ifications to the firm

w
are have allow

ed
 the em

ula-
tion of an interface w

ith fou
r R

O
L

 inp
uts. M

easurem
ents using this em

ulator have d
em

onstrat-
ed

 a band
w

id
th of 450

M
byte/

s into a P
C

. T
he next version of the interface, the FIL

A
R

, w
ill

have fou
r R

O
Ls on-board

 and
 should

 be read
y for the A

pril 2003 test-beam
.

T
he p

urchase of the card
s, in sm

all qu
antities, is hand

led
 by the C

E
R

N
 stores. For qu

antities re-
quired

 for A
T

L
A

S a tendering p
rocess w

ill be initiated
 in 2003 thu

s ensuring the availability of
larger quantities d

uring 2004. T
he prod

u
ction sched

ule w
ill be adap

ted
 to the requ

irem
ents of

the sub-d
etectors w

ho have been asked by the D
IG

 to provide estim
ates of qu

antities for the
years u

p to the start of the L
H

C
. M

aintenance and
 short-term

 loans of equ
ip

m
ent w

ill be han-
d

led
 by C

ER
N

.

8.1.3
R

eadO
u

t sub
system

8.1.3.1
H

ig
h L

evel D
esign

T
he R

O
S has three m

ajor com
ponents: the R

oBIn, the IO
M

anager and
 the LocalC

ontroller.
Figu

re
8-3 show

s the relationship betw
een the three R

O
S com

ponents and
 other relevant TD

A
Q

com
ponents.  A

 com
plete high level design covering both the softw

are and hardw
are aspects

of the prototype R
O

S can be found in [8-9], only a sum
m

ary is presented here.

T
he R

oB
In com

p
onent provid

es the tem
porary bu

ffering of the ind
ivid

ual R
O

D
 event frag-

m
ents p

rodu
ced

 by the R
O

D
s, it m

u
st receive R

O
D

 event fragm
ents at the LV

L1 accep
t rate, i.e.

75
kH

z. A
ll incom

ing R
O

D
 event fragm

ents are subsequently bu
ffered for the d

uration of the
LV

L
2 trigger d

ecision and, for approxim
ately 4%

 of the events, the du
ration of the event build

-
ing. In ad

d
ition, it m

u
st provid

e R
O

D
 event fragm

ents to the LV
L

2 trigger, and
, for events ac-

cep
ted

 by the LV
L

2 trigger, R
O

D
 event fragm

ents to the E
vent B

u
ild

ing.

D
ue to these requ

irem
ents the baseline R

oB
In is cu

stom
 d

esigned
 and

 bu
ilt. T

he design of the
p

rototyp
e is d

escribed in Section
8.1.3.2.

T
he IO

M
anager is d

eployed
 in the bus-based

 R
O

S scenario. It services the requ
ests for d

ata by
the L

2PU
s and

 the SFI. A
ccord

ing to the criteria specified
 in the data request, the IO

M
anager

collects one or m
ore R

O
B

 fragm
ents from

 one or m
ore R

oB
Ins, bu

ild
s a R

O
S fragm

ent and
send

s it to the d
estination specified

 in the original data request. T
he IO

M
anager also receives

from
 the D

FM
 the request to release buffer space occup

ied
 by R

O
D

 event fragm
ents in the R

oB
-
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Ins. T
his m

essage is subsequ
ently relayed

 to the R
oB

Ins. So as to m
axim

ise the overall p
erform

-
ance of the R

O
S, the d

esign of the IO
M

anager allow
s a num

ber of d
ata requests and

 releases to
be handled

 concurrently. T
his has proven to provid

e significant perform
ance im

provem
ents [8-

11] and
 is achieved

 by im
plem

enting the IO
M

anager as a m
u

ltithread
ed

 softw
are process.

In the sw
itch-based

 R
O

S scenario there is no IO
M

anager as each R
oB

In receives d
ata request

and release m
essages d

irectly from
 the L

2PU
 (or SFI) and

 D
FM

 via its d
irect connection to the

D
ataFlow

 netw
ork.

T
he L

ocalC
ontroller provid

es the interface betw
een the R

O
S and the O

nline softw
are. It config-

u
res, controls and m

onitors all com
ponents w

ithin a R
O

S. M
onitoring covers both the opera-

tional m
onitoring, e.g. buffer page utilisation and queu

e size, and the provision of a sam
ple of

the event fragm
ents flow

ing through the R
O

S for the pu
rposes of d

etector m
onitoring. T

his
functionality requires the use of O

nline services w
hich are not subject to the sam

e d
em

anding
p

erform
ance requirem

ents as the IO
M

anager. T
hus the L

ocalC
ontroller separates the non per-

form
ant control, configuration and

 m
onitoring fu

nctionality from
 the m

ore d
em

and
ing d

ata

F
igu

re
8-3  M

ain R
O

S
 com

ponents and their relationship w
ith the other T

D
A

Q
 com

ponents
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hand
ling functionality. T

he d
esign of the L

ocalC
ontroller is based

 on a generic fram
ew

ork en-
cap

su
lating R

O
S specific functionality. Thus allow

ing the generic L
ocalC

ontroller to be re-used
w

ithin R
O

D
 crate D

A
Q

.

8.1.3.2
D

esign
 of th

e R
o

B
In

A
s described

 C
hapter

5 the R
oB

In is located at the bou
nd

ary betw
een the d

etectors and
 the

R
O

S. Its context is show
n in Figu

re
8-3. W

ithin this context it provides the functionality of:

•
R

eceiving R
O

D
 event fragm

ents from
 the R

O
L

•
B

uffering R
O

D
 event fragm

ents

•
Sending R

O
D

 event fragm
ents, on requ

est, to the L
2PU

s and
 SFIs

•
T

he releasing of buffer sp
ace, on request from

 the D
FM

.

T
he final prototyp

e of this com
ponent, d

escribed here, takes into account the exp
erience and

 re-
sults of stud

ies from
 p

reviou
s prototyping stud

ies [8-10], [8-11] and
 the requ

irem
ents on it are

d
ocum

ented in the R
O

S-U
R

D
 [8-12]. Its com

plete d
esign and im

plem
entation are described

 in
[8-13], [8-14] and

 [8-15].

R
eferring to Figure

8-4, the prim
ary fu

nctions of the p
rototype R

oB
In (receive, bu

ffer, send
 and

release) are m
ap

ped
 onto a sm

all num
ber of specialised

 building blocks. It supp
orts tw

o R
O

L
s,

the d
ata from

 w
hich are stored

 in a sep
arate bu

ffers. A
ll functions related

 to the receiving of
R

O
D

 event fragm
ents from

 the R
O

Ls, i.e. operations occurring at up
 to 75

kH
z, are realised

 in
an FP

G
A

. A
 C

PU
 is u

sed
 to im

p
lem

ent the functions of m
em

ory m
anagem

ent, servicing of d
ata

requests and
 op

erational m
onitoring.

T
he baseline architectu

re allow
s I/

O
 betw

een the R
O

S and
 other D

ataFlow
 com

ponents to be
perform

ed
 via tw

o I/
O

 paths. T
hese I/

O
 paths m

ay be u
sed

 exclu
sively or together. A

s d
e-

scribed
 in Section

5.5.4, one of these scenarios is term
ed the bus-based

 R
O

S and
 w

hile the other

F
ig

u
re

8-4  S
chem

atic diagram
 of the final prototype R

oB
In

R
A

M
C

PU
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SH
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FPG
A

B
U

FFER2

LIN
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B
U
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1
M

A
C

/PH
Y

B
RID

G
E

RO
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R
O
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G
E

PCI

JTAG

M
ain D

ata Path
D

F Control
M

anagem
ent

B
oard C

ontrol

(D
F-C

O
R

E)

RA
M
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is term
ed

 the sw
itch-based

 R
O

S. T
hese term

s reflect that in each case d
ata from

 a num
ber of

R
oB

Ins is collected
 exclusively via a PC

I bu
s or an Ethernet sw

itch.

To allow
 these tw

o I/O
 scenarios to be further stud

ied the prototype R
oBIn features both a PC

I
bu

s and
 a G

igabit E
thernet interface. T

he basic set of services, e.g. d
ata request and clears, that

the prototyp
e R

oB
In p

rovid
es via these interfaces is d

efined
 via a single softw

are interface [8-
15], and

 those operations w
hich are related

 to a specific I/O
 interface have been encapsulated

 in
separate m

od
ules. It is envisaged that the d

esign of the final R
oB

In w
ill be realised by rem

oving
and not by ad

d
ing functionality, e.g. the P

C
I bus or G

igabit E
thernet interface.

8.1.3.3
Im

p
lem

en
tatio

n an
d

 p
erform

an
ce o

f the R
O

S

T
he d

eploym
ent of the bu

s-based
 R

O
S is show

n in Figure
8-5. It consists of tw

o nodes: a R
O

S
P

C
 and the p

rototype R
oBIn. T

he form
er is a d

esktop PC
 running the Linu

x operating system
and has at least one E

thernet connection for the pu
rpose of com

m
unication w

ith the O
nline sys-

tem
. In add

ition, it has fou
r 64

bit/
33

M
H

z and
 3.3

V
 PC

I bu
s slots. These slots are u

sed
 to host

the p
rototype R

oBIn. T
he IO

M
anager via the M

essage Passing interface (see Section
8.3.1.3) re-

ceives d
ata requ

ests and release m
essages, and returns R

O
S event fragm

ents to the H
igh L

evel
Trigger com

ponents. 

F
igu

re
8-5  D

eploym
ent of the bus-based R

O
S

 in the baseline D
ataF

low
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Figu
re

8-6 show
s the d

eploym
ent of the sw

itched
-based

 R
O

S. D
ata requ

ests and
 clears are re-

ceived
 d

irectly by the R
oB

Ins via its G
igabit netw

ork interface, i.e. w
ithou

t p
assing via the

IO
M

anager.

M
easurem

ents have been m
ad

e on the p
erform

ance of these tw
o scenarios. H

ow
ever, the p

ro-
d

uction schedu
le of the p

rototype R
oB

In has not allow
ed

 the prototyp
e R

oB
In to be available

for the m
easurem

ents p
resented

 in this chapter. In its absence m
easurem

ents have been per-
form

ed
 w

ith em
u

lators (sim
ple hard

w
are d

evices provid
ing a su

bset, I/O
, of the R

oB
In func-

tionality). For the bus-based
 R

O
S m

easu
rem

ents the em
u

lator w
as based

 on the M
P

R
A

C
E

board
 [8-16]. These board

s have the sam
e physical PC

I bus interface as the p
rototype R

oBIn,
and

 thu
s provid

e a very accurate em
ulation of the final d

evice w
ith respect to I/O

 over a P
C

I
bu

s. For the sw
itched

-based
 R

O
S the gigabit E

thernet testers develop
ed for the evalu

ation giga-
bit E

thernet have been used
 [8-17]. N

ote that neither flavou
r of em

ulator receives R
O

D
 event

fragm
ents via S-L

IN
K

. R
O

S event fragm
ents are generated on requ

est and sent to the requ
ester

via P
C

I bus or gigabit E
thernet.

T
he m

ain results obtained
 from

 stud
ies of the bu

s-based
 scenario are p

resented
 here, w

hile the
m

ain resu
lts of sw

itch-based
 R

O
S m

easu
rem

ents are presented in conjunction w
ith the results

on R
oI collection and

 event bu
ild

ing, see Section
8.3.2.2 and

 Section
8.3.2.3. M

ore d
etailed re-

sults are docum
ented

 elsew
here [8-18].

F
ig

u
re

8-6  D
eploym

ent of the sw
itch based R

O
S

Placeholder only
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Figure
8-7 show

s the setu
p for the bus-based

 R
O

S testbed
. In this testbed

 an IO
M

anager and
 a

L
ocalC

ontroller process w
ere d

eployed
 on a standard PC

 having a single 2
G

H
z X

eon processor
and a 66

M
H

z
/

64
byte P

C
I bus, ru

nning R
ed

H
at Linux 7.3. T

he testbed
 has been operated

 in a
stand

alone configuration, w
here the IO

M
anager generated

 triggers internally and
 the R

O
S

Fragm
ents p

rod
uced sent no w

here, and
 in a configuration w

here the IO
M

anager w
as receiving

real d
ata request m

essages from
 the netw

ork and send
ing back the R

O
S Fragm

ents to the re-
questing process. T

hese tw
o configurations allow

ed
 the aspects of the R

O
S perform

ance associ-
ated

 to non-netw
orking to be m

easured ind
epend

ently from
 those associated

 to netw
orking.

Figures
8-9 show

s the sustained
 LV

L
1 rate as a function of the event bu

ild
ing rate for d

ifferent
values of the data volum

e requested
 by LV

L
2 trigger. A

lso show
n, for reference, is the nom

inal
operating point of a R

O
S: LV

L
1 rate of 75

kH
z, d

ata size of ~
2

kbyte per R
oI request and an

event building rate of 3.3
kH

z.

F
igu

re
8-7  T

he bus-based R
O

S
 perform

ance testbed

F
igu

re
8-8  T

he bus-based R
O

S
 sustained LV

L1 rate as a function of the event building rate for different values
of the data volum

e requested by the LV
L2 trigger
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It can be seen that at the LV
L1 rate of 75

kH
z and the nom

inal d
ata size per R

O
I request rate, the

R
O

S sustains an event build
ing rate of Y

Y
kH

z a factor of M
 m

ore than the nom
inal value. C

on-
versely at a LV

L
1 rate of 75

kH
z and

 an event building rate of 3.3
kH

z the R
O

S cou
ld su

stain a
d

ata size of ~
2

kbyte p
er R

oI request, a factor of N
 m

ore than the required
 valu

e.

In the nom
inal op

erating cond
itions only X

X
%

 of the available P
C

I bus bandw
idth is used and

the system
 perform

ance is d
eterm

ined
 by, in equ

al prop
ortions, the processing tim

e required
 to

collect the d
ata from

 the R
oB

Ins and
 the processing tim

e requ
ired

 to receive a R
oI requ

est and
send

 R
oI d

ata. Figures
8-9 show

s the sustained
 R

O
S perform

ance at nom
inal operating condi-

tions as a function of C
PU

 clock sp
eed

. The resu
lts confirm

 that the prototyp
e R

O
S perform

ance
is processor bou

nd
 and that a Z

Z
%

 perform
ance im

p
rovem

ent w
ill be obtained

 by d
eploying

the R
O

S on a 4
G

H
z C

P
U

. It should
 be noted

 that the futu
re d

eploym
ent of the R

O
S on a d

ual
4

G
H

z p
rocessor PC

 w
ill also lead

 to perform
ance gain.

In sum
m

ary, the prototype bu
s-based

 R
O

S exceeds the nom
inal p

erform
ance requirem

ents by
A

A
%

. B
y the tim

e of pu
rchase the nom

inal p
erform

ance w
ill be exceed

ed by at least B
B%

 d
ue to

the im
p

rovem
ent increases in clock speed

. T
he bus-based

 R
O

S w
ill be able to operate at a LV

L
1

rate of 75
kH

z and
 w

ith either (a) an event building rate of 3.3
kH

z and
 a factor of O

O
 uncer-

tainty on the volu
m

e of data need
ed by the LV

L
2 or (b) a fixed

 volum
e of d

ata (~2%
) need

 by
the LV

L
2 and

 an event bu
ild

ing rate of up
 to Q

Q
kH

z.

8.1.3.4
p

R
O

S

T
he p

seu
do-R

O
S receives the d

etailed
 resu

lt record
s of the L

2P
U

s for accepted events and par-
ticipates to the event bu

ild
ing process, su

ch that the LV
L

2 d
etailed

 result appears w
ithin the full

event record
. A

s the nam
e ind

icates it provid
es R

O
S functionality specifically for the L

2P
U

. A
s

its inpu
t rate is given by the rate of LV

L
2 accepted

 events O
(2

kH
z) and

 the estim
ated

 size of the
LV

L
2 d

etailed
 result is O

(1
kbyte), it is purely a softw

are process receiving event fragm
ents via

an E
thernet connection. T

hat is to say that un-like the R
O

S the I/
O

 d
em

and
s d

o not w
arrant the

d
eploym

ent of a R
oB

In. From
 the point of view

 of the SFI there is no d
ifference betw

een the

F
ig

u
re

8-9  T
he R

O
S

 sustained LV
L1 rate for nom

inal operating values versus C
P

U
 clock speed
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p
R

O
S and the R

O
S and

 it is estim
ated

 that a single pseu
d

o-R
O

S is su
fficient for the final system

.
T

he requ
irem

ents and
 design of the p

R
O

S are d
escribed

 in [8-19] and [8-20].

8.2
B

ou
nd

ary and
 interface to th

e LV
L

1 trigg
er

T
he LV

L2 trigger is seeded
 by the R

oIs identified
 by the LV

L1 trigger. T
he inform

ation from
LV

L1 inclu
des the selected

 trigger typ
e and the d

etails of w
here in η and ϕ

 the trigger prim
itives

that caused
 the accept originate. T

he interface betw
een the LV

L1 and
 LV

L
2 trigger has been

specified
 [8-23] and is im

plem
ented

 by the R
oIB com

p
onent of the D

ataFlow
.

Figure
8-10 show

s the R
oIB

 and
 its connections to the LV

L
1 system

. The R
oIs are input to the

R
oIB

 on eight separate links at rates of up
 to 75

kH
z. T

he m
ain function of the R

oIB
 is to collect

the ind
ivid

ual R
oIs p

er LV
L

1 accept and prod
uce a single d

ata stru
cture w

hich it then relays to
the L

2SV. To m
eet the rate requirem

ents, the latter is im
plem

ented
 by a sm

all, O
(10), farm

 of
P

C
s each of w

hich ru
ns a sup

ervisor process. T
he R

oIB
 ensu

res the flow
 of inform

ation be-
tw

een the L
V

L
1 and D

ataFlow
 and is also an integral part of the L

V
L

2 trigger. In this sec-
tion the design and perform

ance of the prototype R
oIB

 are presented. Section
9.2.3 p

resents
those aspects relevant to the correct fu

nctioning of the LV
L2 trigger, e.g. load balancing.

Figu
re

8-10  R
oIB

 and
 its connections to the LV

L
1 system

LV
L

1 C
alorim

eter
T
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b

uild
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L
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O
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8.2.1
R

egio
n-o

f-interest b
uild

er

R
eferring to Figure

8-10, each m
ajor trigger elem

ent of the LV
L

1 system
 p

rovid
es R

oI fragm
ents

to the R
oIB via a point to p

oint link. T
he requ

irem
ents of this link are m

atched
 by those of the

R
O

L and
 it is therefore envisaged

 that this link w
ill be a R

O
L

, i.e. im
plem

ented
 via the S-L

IN
K

,
see Section

8.1.2. In ad
d

ition to the six R
O

Ls a T
T

C
 input stage is foreseen w

hich w
ould allow

,
particularly du

ring the d
ebugging and

 com
m

issioning phases, consistency checks w
ith respect

to the L1ID
 to be m

ade on the received
 R

oI fragm
ents.

Stu
dies indicate that on average there w

ill be ~
5 R

oIs per LV
L1 accept and the m

axim
u

m
 size of

the R
oI fragm

ent received
 on each link, p

er LV
L1 accept, is specified

 to be 256
byte. T

he skew
betw

een the arrival tim
e of R

oI fragm
ents is also specified

 to be less than one m
illisecond

. T
he

R
oIB

 assem
bles the R

oI fragm
ents into a R

oI record and send
s them

 to a su
pervisor p

rocessor.

8.2.1.1
Im

p
lem

en
tation

 an
d p

erfo
rm

ance

T
he baseline im

plem
entation of the R

oIB
 is a V

M
E

bus system
 w

hich includ
es a SB

C
1 for inter-

facing w
ith the O

nline system
 for the pu

rposes of configuration, control and
 m

onitoring. It is
com

posed of tw
o stages: inp

ut and
 assem

bly. T
he inpu

t stage consists of inp
ut cards w

hich re-
ceive and

 buffer the R
oI fragm

ents. E
ach inpu

t card is equipp
ed to receive data from

 up
 to six

R
O

Ls, thus tw
o card

s are required
 in the final system

. T
hese card

s subsequ
ently send

 the R
oI

fragm
ents to ‘builder card

s’ in the assem
bly stage w

here the R
oI fragm

ents are assem
bled

 into

1.
T

he sam
e SBC

 as u
sed

 in the R
O

D
 crates.
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R
oI record

s. P
er event, the R

oI fragm
ents are sent to all ‘build

er card
s’, the assignm

ent of each
event to a specific bu

ild
er card

 w
ill be based

 on a token passing m
echanism

 betw
een the build

er
card

s dep
loyed. Each build

er card can service up to four su
pervisor processes. The num

ber of
bu

ild
er card

s w
ithin the system

 is not lim
ited

 and
 is dictated

 by the rate that a sup
ervisor p

roc-
ess can sustain. The im

plem
entation of the baseline architectu

re foresee ten supervisor process-
es thu

s three build
er card

s.

A
 p

rototype of the R
oIB

 has been bu
ild

 and
 tested

 du
ring the cou

rse of 1999. It w
as based

 on a
p

air of 12U
 V

M
E

bu
s cards, an inp

ut card cap
able of handling six S-L

IN
K

 inputs and
 a pair of

bu
ild

er card
s able to output to a pair of supervisor p

rocesses. This im
p

lem
entation u

tilized
76

A
ltera 10K

40
FPG

A
’s and

 8
10K

50 FP
G

A
’s. T

he system
 and early perform

ance m
easu

rem
ents

are docum
ented

 in [8-24].

E
xploitation has show

n that com
bining R

oI fragm
ents from

 several sou
rces using an FP

G
A

-
based

 d
evice is feasible and

 that a L2SV
 consisting of four 300

M
H

z Pentium
 II PC

s w
as suffi-

cient to receive the R
oIB

 ou
tpu

t rate 75
kH

z. Su
bsequent tests w

ith p
rototypes of the m

u
on-C

TP
interface and

 the calorim
eter C

P
R

O
D

 m
od

ules of the LV
L

1 system
 have m

ade a start on debug-
ging the com

p
onent interfaces and

 have further dem
onstrated that external inp

uts could be
hand

led
 at the exp

ected
 rates [8-25].

T
he exp

loitation of this p
rototype also d

em
onstrated

 a num
ber of issues w

hich are being ad-
d

ressed in the d
esign of the final prototyp

e, d
ue to be im

plem
ented

 in 2003.

8.3
C

on
trol an

d flow
 o

f event data to
 hig

h level trigg
ers

8.3.1
M

essag
e passing

8.3.1.1
C

on
tro

l and
 event d

ata m
essag

es

T
he flow

 of event data betw
een com

ponents of the D
ataFlow

 system
 is achieved

 by the ex-
change of control m

essages and
 su

bsequent event d
ata m

essages. T
his is d

escribed in d
etail in

[8-26] and
 [8-27], here only its m

ajor features are sum
m

arized
. Figu

re
8-11 is a sequence d

ia-
gram

 d
escribing the hand

ling of an event by the D
ataFlow

 com
ponents.

T
he sequence com

m
ences w

ith the recep
tion by a su

pervisor process of the LV
L1 R

esult, w
hich

contains the R
oI inform

ation, from
 the R

oIB
. U

sing a load balancing algorithm
 the supervisor

assigns the event to a to a L
2PU

 for analyse.

T
he L

2P
U

 receives the LV
L

1 R
esult from

 the L
2SV

 and
 u

ses the contained
 R

oI inform
ation to

seed its p
rocessing, see Section

9.2.4. T
he sequential processing p

erform
ed

 by the L
2PU

 results,
on average, in 1.6 R

oI d
ata requ

ests m
essages being sent to a sub-set of the R

O
S u

nits p
er event.

T
he selected

 R
O

S units service the requ
est for d

ata by respond
ing to the requ

esting L
2PU

 w
ith a

R
O

S event fragm
ent m

essage. O
n reaching a d

ecision as to w
hether to the event should

 be ac-
cepted

 or rejected
 the L

2PU
 send

s the LV
L

2 D
ecision m

essage to the supervisor process. In the
case that the event is accepted for fu

rther processing by the E
F the L2P

U
 also send

s the d
etailed

resu
lt of its analysis to the pR

O
S.
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T
he su

pervisor process receives the LV
L

2 D
ecision and

 forw
ard

s a group
 of them

 to the D
FM

. If
no LV

L
2 d

ecision is received
 w

ithin a pre-d
efined tim

eout, the supervisor process deem
s the

event to have been accep
ted

 by the L2P
U

 and
 sends a LV

L
2 D

ecision to the D
FM

.

O
n reception of a grou

p of LV
L

2 D
ecisions the D

FM
 analyses each d

ecision and
 in the case of an

accepted
 event, based on a load

 balancing algorithm
, assigns an SFI to p

erform
 the building of

the event. In the case of rejected
 events, a C

lear m
essage is m

u
lticast by the D

FM
 to all R

O
Ss.

T
his m

essage contains the identifiers of events w
hich should

 be cleared, i.e. those w
hich have

been rejected
 by the LV

L
2 trigger.

T
he SFI bu

ild
s the event by sequ

entially requesting event d
ate from

 all or som
e of the R

O
Ss. T

he
bu

ilt event is su
bsequently sent to the EF su

bfarm
 for fu

rther p
rocessing.

F
ig

u
re

8-11  Sequence d
iagram

 show
ing the interactions betw

een D
ataFlow

 com
ponents.

SF
I

R
O

S/R
O
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S
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V
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V
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C
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w
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_C
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V
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V

L
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R
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E
F

w
ait LV

L
2 
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4b: D
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1b: L
2PU
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V

L
2D
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O

S
_EventF

ragm
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FIA
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R
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O
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eout
1..n

Full event
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Table
8-1 Su

m
m

ary of the m
essage, control and

 d
ata, exchanged

 betw
een the D

ataFlow
 com

po-
nents

T
he m

essage rates and bandw
id

th can be handled
 by a w

id
e range of link technologies. The

choice is d
ictated

 by price, long term
 availability, sup

port, inter-operability and
 suitability for

D
ataFlow

. Ethernet in its varieties of 100
M

bit/s and 1000
M

bit/s is the p
rim

e cand
idate and

has been evaluated
 for its suitability for exchange of control and

 event d
ata m

essages.

8.3.1.2
E

th
ernet

E
xtensive stu

dies have been perform
ed on m

any E
thernet features lead

ing to its ad
option as the

baseline netw
orking technology in the D

ataFlow
. T

he features stud
ied

 have inclu
ded

: the char-
acteristics of sw

itches w
ith resp

ect to throughpu
t, packet loss, latency, tru

nking and
 M

A
C

 ad-
d

ress table size; V
L

A
N

 im
plem

entation; Flow
 C

ontrol at d
ifferent levels, i.e. across sw

itch and
betw

een E
thernet nod

es; Q
uality of Service (Q

oS); B
road

cast and m
ulticast hand

ling; Inter-op-
erability of sw

itches from
 various vend

ors.

Tab
le

8-1  A
verage m

essage rates and bandw
idth per D

ataF
low

 com
ponents.

C
om

m
u

n
icati

n
g

S
en

d
er

R
eceiver

co
m

p
o

n
en

ts
M

essag
e

typ
e

R
ate 

(kH
z)

B
an

d
w

idth
R

ate 
(kH

z)
B

an
d

w
idth

C
o

m
m

en
t

R
oIB

 to L
2SV

D
ata

25
32

M
byte/

s
7.5

9.8
M

byte/
s

R
oI R

ecord

L
2SV

 to L2P
U

D
ata

7.5
9.8

M
byte/

s
0.5

0.7
M

byte/
s

R
oI R

ecord

L
2P

U
 to R

O
S

C
ontrol

a
5

0.5
kbyte/

s
14

1.4
M

byte/
s

D
ata requests

b
10

1
M

byte/
s

5
0.5

M
byte/

s

R
O

S to a L
2P

U
D

ata
a

14
28

M
byte/

s
5

10
M

byte/
s

E
vent d

ata
b

5
5

M
byte/

s
10

10
M

byte/
s

L
2P

U
 to L

2SV
C

ontrol
0.5

50
kbyte/

s
7.5

750
kbyte/

s
LV

L
2 d

ecision

 L
2SV

 to D
FM

C
ontrol

75
40

kbyte/
s

0.75
400

kbyte/
s

LV
L

2 d
ecision

D
FM

 to a SFI
C

ontrol
3

0.3
M

byte/
s

0.04
4

kbyte/
s

A
ssignm

ent to an SFI

SFI to R
O

S
C

ontrol
a

6
0.6

M
byte/

s
3

0.3
M

byte/
s

D
ata requests

b
66

6.6
M

byte/
s

3
0.3

M
byte/

s

R
O

S to a SFI
D

ata
a

3
36

M
byte/

s
6

72
M

byte/
s

E
vent d

ata
b

3
3

M
byte/

s
66

66
M

byte/
s

SFI to D
FM

C
ontrol

0.04
4

kbyte/
s

3
0.3

M
byte/

s
Ind

icates event bu
ilt

D
FM

 to R
O

Ss
C

ontrol
0.25

0.4
M

byte/
s

0.25
0.4

M
byte/

s
C

lear events from
 buffers

SFI to E
F

D
ata

0.04
80

M
byte/

s
0.04

80
M

byte/
s

E
vent d

ata
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T
he results of stu

dies of all these features are reported in [8-28]. Features of prim
ary im

p
ortance

to the baseline architecture have em
erged

 to be sw
itch throu

ghput, latency, packet loss and
V

LA
N

s. T
he resu

lts of stu
dies of these features are sum

m
arised

 in this chap
ter.

8.3.1.2.1
B

asic sw
itch perform

ance

Sw
itches m

u
st m

eet the throu
ghp

ut requ
irem

ents of the architecture w
ith a m

inim
um

 latency
and

 packet loss. T
he latter resu

lts in a d
egrad

ation of the system
’s p

erform
ance as it im

plies the
use of tim

eouts and
 retries at the application level. E

thernet Flow
 C

ontrol help
s prevent buffer

overflow
 w

ithin sw
itches, but it d

oes not solve the p
acket loss problem

 com
pletely.
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P
acket loss and

 latency or a nu
m

ber of sw
itches have been stu

died
 for d

ifferent fram
e sizes,

loads (from
 10%

 to 100%
 of the line speed

), w
ith C

BR
 or w

ith P
oisson inter-packet gap

, u
sing

u
nicast, m

u
lticast and

 broad
cast traffic.

Figure
8-12 show

s the results of a test p
erform

ed
 on tw

o d
ifferent sw

itches, using raw
 ethernet

and 1518
byte fram

es. T
hese m

easurem
ents u

sed
 30 G

E p
orts, each one send

ing u
nicast traffic to

all the others w
ith a negative exponential inter-packet gap. Sw

itch 1 becam
e saturated

 w
hen the

offered
 load exceed

ed 66%
 of the line speed

. It can further be seen that a slight increase in laten-
cy is follow

ed by p
acket loss, and

 a significant grow
th in latency occu

rs once the sw
itches buff-

ers becom
e full. T

he second
 sw

itch (Sw
itch 2 in the figure) in this test p

erform
ed

 better, alm
ost

achieving line sp
eed

.

Sim
ilar m

easu
rem

ents have also been perform
ed

 using m
u

lticast and broad
cast traffic. The re-

sults show
 that sw

itch perform
ance is vend

or specific and
 in som

e cases the m
axim

u
m

 throu
gh-

p
ut is 

surprisingly low
, i.e. less 

than 10%
 of the line speed

. The avoid
ance of vend

or
d

ependency is one of the reasons for the choice of u
nicast traffic (a request-response scenario) in

the baseline architectu
re, see Section

8.3.1.1.

In conclusion, any sw
itch that is to be d

eployed
 m

ust operate below
 a satu

ration point to avoid
p

acket loss and the subsequ
ent increase in latency. T

his satu
ration point m

ust be d
eterm

ined
 by

m
easu

rem
ent.

8.3.1.2.2
V

irtual Local A
rea N

etw
ork

T
he netw

ork top
ology of the proposed

 architectu
re contains loops, see Figu

re
8-13, w

hich are il-
legal in the use of E

thernet as they d
istu

rb the M
A

C
 ad

d
ress tables for unicast fram

es and
 result

in the continuous send
ing of m

ulticast and
 broadcast m

essages (broad
cast storm

s). In general
the Spanning Tree Protocol (ST

P
) is dep

loyed
 to cut off the red

und
ant links from

 a L
A

N
 in ord

er
to m

aintain a loop
 free top

ology. In the p
roposed architecture a loop free topology w

ill be
achieved

 by u
sing tw

o V
L

A
N

s, one of each associated
 to the LV

L
2 and

 E
B traffic. T

he extend
ed

F
igu

re
8-12  Sw

itch m
easurem

ents for u
nicast traffic, Poisson inter-packet gap

, 1518
byte fram

es:
(a) P

acket loss (b) A
verage latency

.
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head
er of the E

thernet fram
e m

ay inclu
de a V

L
A

N
 tag im

m
ed

iately after the Ethernet ad
d

resses
allow

ing m
any logical L

A
N

s, i.e. V
LA

N
s, to coexist on the sam

e p
hysical LA

N
.

T
he setup

 show
n in Figure

8-13 has been used
 to verify that V

LA
N

s elim
inate illegal loops, and

to ascertain w
hether ST

P is aw
are of V

LA
N

s. W
ith ST

P
 d

isabled tests have show
n that V

L
A

N
s

ensured
 a loop free topology. W

ith the ST
P enabled

 one of the links in the loop w
as d

isabled
 in-

d
icating that the ST

P is not im
plem

ented
 per V

L
A

N
, at least on those sw

itches tested
.

T
he conclusion is that if the ST

P is not V
L

A
N

 aw
are it can be disabled

 and
 V

LA
N

s alone used
 to

ensure a loop free top
ology.

8.3.1.3
D

esign
 of th

e m
essag

e passin
g co

m
p

on
en

t

T
he requirem

ents of the M
essage passing layer are d

etailed in [8-29]. It is responsible for the
transfer of all control and

 event data m
essages betw

een the D
ataFlow

 com
ponents. It im

p
oses

no stru
ctu

re on the d
ata w

hich is to be exchanged
 and

 it allow
s the transfer of up to 64

kbyte of
d

ata w
ith a best-effort guarantee. N

o re-transm
ission or acknow

led
gem

ent of data is done by
this layer. This has allow

ed
 the A

P
I to be im

plem
ented

 over a w
id

e rang of technologies w
ith-

out im
p

osing an un-necessary overhead
 or the du

plication of existing functionality. T
he A

P
I

supp
orts the sending of both unicast and

 m
ulticast m

essages. T
he latter has to be em

ulated by
the im

plem
entation if it is not available, e.g. for TC

P.

T
he d

esign of the M
essage Passing layer [8-30] d

efines classes that allow
 the send

ing and
 receiv-

ing of m
essages. T

he N
ode,G

roup and
 A

ddress classes are used at configuration tim
e to setu

p all
the necessary internal connections. T

he P
ort class is the central interface for send

ing d
ata. A

ll
user d

ata has to be in p
art of a B

uffer object to enable it to be sent or received
 from

 a P
ort. T

he
B

uffer interface allow
s the add

ition of u
ser d

efined
 m

em
ory locations w

hich are not under the
control of the M

essage Passing layer to avoid
 cop

ying. T
he Provider class is an internal interface

from
 w

hich d
ifferent im

plem
entations have to inherit. M

ultiple Provid
er objects can be active at

any given tim
e. A

 P
rovid

er is basically the code to send
 and receive d

ata over a given p
rotocol/

technology, e.g. T
C

P, U
D

P
 or raw

 ethernet.

Figu
re

8-13  V
L

A
N

 E
thernet loop

 setu
p. T

he potential loop app
ears in d

ashed
 line

R
O

B
R

O
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L
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R
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8.3.1.4
P

erfo
rm

an
ce o

f the m
essag

e passin
g

T
he p

rototype M
essage P

assing layer interface has been im
p

lem
ented over raw

 ethernet fram
es,

U
D

P
 and

 T
C

P. T
C

P provid
es ad

d
itional reliability com

pared
 to U

D
P and

 raw
 ethernet. H

ow
ev-

er, app
lications and m

essage flow
 have been d

esigned
 to ensure correct system

 functioning
w

hen an unreliable technology is used
, i.e U

D
P or raw

 ethernet. T
he raw

 ethernet im
plem

enta-
tion ad

d
s m

essage re-assem
bly on the receiver sid

e to overcom
e the restriction of the m

axim
um

m
essage size being a single ethernet fram

e restriction.

Internally all im
p

lem
entations supp

ort scatter/
gather transm

ission and
 recep

tion of d
ata. T

his
allow

s the bu
ild

ing of a logical m
essage out of a m

essage header and
 add

itional u
ser d

ata that
d

oesn’t need to be copied insid
e the application.

E
xtensive stud

ies of the perform
ance of the M

essage Passing layer have been perform
ed

 [8-31],
Figure

8-14
and

Figure
8-15 show

 the p
erform

ance of m
essage p

assing, w
hen stream

ing, on PC
s

equipped
 w

ith 2
G

H
z C

PU
s u

sing basic operating system
 prim

itives and
 for the M

essage Pass-
ing. N

ote that the raw
 ethernet m

easurem
ents are perform

ed w
ith a m

axim
um

 of 1460
byte,

since no re-assem
bly of larger p

ackets has been im
plem

ented
. 

T
he m

ain feature observable in these figures is step
 increase in the tim

e to send a m
essage of

~
8

µ
s

at the bound
ary of m

u
ltip

les of the E
thernet fram

e size. W
ithin m

u
ltip

les of Ethernet
fram

es the tim
e to send

 a m
essage varies by less than 1%

. C
om

p
ared

 to the perform
ance u

sing
operating system

 p
rim

itives the M
essage Passing introd

uces an ad
d

itional overhead
 of 8

µ
s. In

Figure
8-15 it can be observed that the d

ifferences betw
een raw

 E
thernet and

 U
D

P/
IP

 are ini-
tially sm

all and increase w
ith the m

essage size. Table
8-2 sum

m
arises the perform

ance of the proto-
type M

essage P
assing layer on today’s P

C
s. T

he C
P

U
 tim

e required to send a single E
thernet fram

e
m

essage is ~
12

µ
s and the tim

e required to receive a m
essage is ~

22
µ

s. F
or m

ulti-fram
e m

essages the
dependency is 14.3

µ
s per fram

e.

F
igu

re
8-14  Tim

e to service a m
essage versus the length of the m

essage

M
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O
ver the past few

 years the C
PU

 tim
e to send

 and
 receive m

essages has decreased su
bstantially.

T
his is largely d

ue to the im
provem

ents m
ade in the L

inux operating system
. T

hese im
prove-

m
ents are continuing to be m

ad
e, e.g. interrup

t coalescence A
 R

EF, and should
 lead

 to propor-
tional im

provem
ents in the D

ataFlow
 M

essage P
assing layer. T

he latter ad
d

s to the op
erating

system
 overhead

s an ad
ditional overhead

 w
hich decrease as C

P
U

 speed
 increases. It is also not

exclud
ed that this ad

d
itional overhead

 w
ill fu

rther d
ecrease as a resu

lt of im
provem

ents to the
d

esign of the M
essage P

assing layer.

8.3.2
D

ata collection

8.3.2.1
G

en
eral o

verview
.

T
he requirem

ents on the D
ataC

ollection are d
escribed

 in [8-32]. In su
m

m
ary it is responsible for

the m
ovem

ent of event data from
 the R

O
S to the LV

L
2 trigger and EF and

 from
 the EF to m

ass
storage. It includ

es the m
ovem

ent of the LV
L

1 R
oIs to the L

2PU
 (via the L2SV

) and
 the LV

L
2 re-

sult (d
ecision and

 detailed
 result) to the E

ventFilter as w
ell as the E

ventB
uilding and feed

ing
the com

plete events to the E
ventFilter. H

ow
ever, D

ataC
ollection is not responsible for initializ-

ing and
 form

atting (or preprocessing) of event fragm
ents insid

e the R
O

S, neither is it responsi-
ble for prep

rocessing nor for trigger d
ecisions in the L

2P
U

 or in the EF SubFarm
.

F
ig

u
re

8-15  Tim
e to service a m

essage versus the length of the m
essage
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um

m
ary of the M

essage P
assing perform
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A
 com

plete d
escription in the D

ataC
ollection is d

escribed
 in [8-33]. T

he D
ataC

ollection im
p

le-
m

ents the: L
2SV, L2P

U
A

 (LV
L

2 Processing U
nit A

pplication, i.e. L2P
U

 low
 layer functionality),

D
FM

, pR
O

S, SFI and SFO
. In their p

rototype im
plem

entation a com
m

on approach to the d
esign

and im
plem

entation has been ad
opted

. T
his ap

proach leads to the definition of the com
m

on
D

ataC
ollection fram

ew
ork, im

plem
enting a suite of com

m
on services:

•
O

S A
bstraction Layer

•
C

onfigu
ration D

atabase 

•
E

rror R
eporting

•
System

 M
onitoring

•
R

un C
ontrol

•
M

essage Passing

A
 typ

ical application is built on top
 of a skeleton application and

 only the app
lication specific

functionality needs to be im
p

lem
ented.

Services are built from
 packages follow

ing a m
odu

lar approach. M
any of these packages consist

only of interfaces w
hose im

p
lem

entation is p
rovid

ed
 by other packages w

hich can be changed
at configuration or ru

n-tim
e. This clear sep

aration betw
een interfaces and

 im
plem

entations ex-
ists d

ow
n to the low

est levels like, the thread interface and
 access to system

 clocks and
 tim

ers.
E

xam
ples are the error rep

orting (sw
itching betw

een sim
ple stdou

t/std
err and

 M
R

S), the con-
figuration database (sw

itching betw
een O

K
S files and

 rem
ote d

atabase server), the system
 m

on-
itoring (provid

ing an interface to the Inform
ation Service of the O

nline Softw
are and

 a local
ind

ep
end

ent version). T
he M

essage Passing has been d
escribed

 in Section
8.3.1.3.

8.3.2.1.1
O

S
 A

bstraction Layer

T
he O

S abstraction layer consists of packages hiding all O
S specific interfaces. E

.g. the threads
p

ackage hid
es the d

etails of the und
erlying P

O
SIX

 thread
 interface.

8.3.2.1.2
E

rror R
eporting

T
he E

rrorR
eporting package allow

s the logging of error m
essages either to standard out and er-

ror or to M
R

S. E
ach p

ackage can d
efine its ow

n set of error m
essages and

 error cod
es. E

rror log-
ging can be enabled

/d
isabled

 on a p
ackage by p

ackage basis, w
ith a sep

arate d
ebu

g and error
level for each package. Fu

rtherm
ore d

ebug logs and
 norm

al error logs are treated
 logically d

if-
ferently, so the d

ebu
g m

essage cou
ld go to stderr w

hile all norm
al app

lication logs go to M
R

S.
T

he u
ser only interfaces via a set of m

acros to the E
rrorR

eporting system
 allow

ing optim
ization

of the app
lications at com

p
ile tim

e.

8.3.2.1.3
C

onfiguration D
atabase

A
ll applications m

ake u
se of the O

nline Softw
are’s configuration database and

 their d
esign al-

low
s the und

erlying im
plem

entation to change w
ithout im

plying changes to the ap
plication.

T
he application’s view

 of the d
atabase is hid

den by configuration objects w
hich access the data-

base, p
rovid

ing a m
ore convenient w

ay to access configuration inform
ation. T

he configuration
objects them

selves are created au
tom

atically from
 the C

onfigu
ration D

atabase schem
a file.
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8.3.2.1.4
S

ystem
 M

onitoring

T
his package allow

s every com
ponent to m

ake arbitrary inform
ation available to som

e outsid
e

client. In p
ractice this is used

 to p
ublish statistics like counters and histogram

s. T
he packages

m
akes this inform

ation available in variou
s different w

ays, includ
ing the Inform

ation Service of
the O

nline Softw
are.

8.3.2.1.5
R

un C
ontrol

T
he run control interface is resp

onsible for translating the requ
ests from

 the O
nline Softw

are
about state changes into com

m
and

s for the application. It also p
rovides a skeleton around

w
hich one can bu

ild
 an application. T

hese classes realize m
ost of the use cases for run control.

T
hey talk to a special D

ataC
ollection R

un C
ontroller on the one side and

 app
lication specific

cod
e on the other sid

e.

8.3.2.2
R

o
I d

ata collectio
n

8.3.2.2.1
D

esign

T
he interaction betw

een the L2SV
s, L

2P
U

s, R
O

Ss and
 p

R
O

S w
hich results in the collection of

R
oI d

ata lead
ing to a LV

L2 D
ecision w

ith further details in the LV
L2 R

esu
lt is exp

lained
 in

C
hap

ter 9.

8.3.2.2.2
P

erform
ance

E
ach L

2SV
 controls a subfarm

 of L
2PU

s. T
he m

axim
um

 size of a su
bfarm

 is d
eterm

ined
 by the

rate at w
hich the L2SV

 can hand
le each L

2PU
. T

his is show
n in Figu

re
8-16 u

sing a L2SV
 w

ith
an em

ulated
 connection to the R

oI B
uild

er. The m
axim

u
m

 rate for a farm
 containing a single

L
2PU

 is ~
30

kH
z d

rop
ping off slow

ly as m
ore L

2P
U

s are ad
d

ed
. T

hu
s a few

 L
2SV

s are suffi-
cient to achieve the m

axim
um

 d
esign rate of 75

kH
z. 

T
he m

axim
um

 rate at w
hich an L

2PU
 can collect R

oI d
ata d

epend
s on the size of the R

oI, the
nu

m
ber of R

O
Ss that contribu

te d
ata and

 the num
ber of W

orker thread
s that collect R

oI d
ata in

parallel on the sam
e L

2PU
. Figu

re
8-17 show

s 1/R
ate for an R

oI of 16
kbyte collected

 as 1, 2, 4, 8,
16 or 22 slices of 16, 8, 4, 2, 1 or 0.8

kbyte resp
ectively, varying the nu

m
ber of W

orker thread
s be-

tw
een 1, 2, 4 or 8. The L

2PU
 as w

ell as the L
2SV

 and
 R

O
S em

ulators w
ere all du

al X
eon C

PU
s of

2.2
G

H
z interconnected

 by G
bit E

thernet. For this test, the L
2P

U
s w

ere com
pletely ded

icated
 to

d
ata collection. T

he plot show
s that the tim

e for acquiring R
oI data is sm

all com
pared

 to the ex-
ecu

tion tim
e of selection softw

are (cu
rrently aim

ed
 at 10

m
s/

event average). 

Figu
re

8-18 sum
m

arizes the perform
ance of the R

oI d
ata collection for various com

binations of
R

oI sizes and slices for fou
r thread

s. 

T
he scalability of the R

oI data collection has been tested
 by u

sing tw
o L

2SV
s, 22 R

O
S em

ulators
and

 varying the nu
m

ber of L
2P

U
s from

 1 to 8. A
ll nod

es w
ere PC

s equipp
ed w

ith d
ual X

eon
processors at 2 or 2.2

G
H

z connected
 by G

igabit E
thernet. Figure

8-19 show
s the obtained

 R
oI

rate of the system
 for 1, 2, 4 or 8 L2P

U
s collecting R

oIs as slices of 6
x

1
kbyte, 3

x
2

kbyte
(6

kbyte R
oI) and 6

x
4

kbyte or 12
x

2
kbyte (24

kbyte R
oI). The u

nrealistically sm
all num

ber of
R

O
S em

ulators available for the test cau
ses a d

eviation from
 perfect scaling for 8 L

2PU
s.
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F
igu

re
8-16  M

axim
um

 LV
L2S

V
 decision rate as a function of the num

ber of L2P
U

s it controls

F
igu

re
8-17  P

erform
ance of the R

oI data collection for an R
oI of 16kbyte as a function of the num

ber of W
orker

T
hreads. T

he plot show
s 1/R

ate collecting data in slices of equal size from
 1, 2, 4, 8 or 16 sources

L
V

L
2 R

ate vs. # L
2P

U
s
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F
ig

u
re

8-18  S
um

m
ary of the perform

ance of the R
oI data collection for various com

binations of R
oI sizes and

slices

F
ig

u
re

8-19  S
calability of the data collection is dem

onstrated by the rate at w
hich as system

 of 1,2,4, or 8
L2P

U
s collect R

oI data from
 22 R

O
S

 em
ulators. T

he unrealistically high L2P
U

/R
O

S
 ratio causes a deviation

from
 perfect scaling for 8 L2P

U
s R

o
I B

u
ild

in
g
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h

re
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D
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8.3.2.3
E

vent B
uildin

g

8.3.2.3.1
D

esign

T
he interaction betw

een the R
O

Ss, the D
FM

 and the SFIs w
hich im

plem
ents the event building

functionality for is show
n in Figure

8-11 and
 explained

 in [8-26]. Tw
o scenarios concerning the

interaction betw
een D

ataFlow
 com

ponents in E
vent B

uild
ing are being stu

died
:

•
P

U
SH

 scenario: In this scenario, the D
FM

 assigns an SFI to all the R
O

Ss via a m
ulticast

m
echanism

. T
he R

O
Ss then respond

 to the assigned
 SFI w

ith their resp
ective R

O
S event

fragm
ent. T

he SFI acts as an op
en receiver and

 build
s the com

plete event out of the ind
i-

vid
ual fragm

ents received.

•
P

U
L

L scenario: In this scenario, the D
FM

 assigns an event to an SFI. T
he SFI then requ

ests
from

 each R
O

S its event fragm
ent via a series of u

nicast m
essages. The SFI receives from

each R
O

S individu
ally and build

s the com
plete event.

T
here is no difference in the am

ount of m
essages being handled

 on the level of the D
FM

, the
R

O
Ss or the netw

ork, how
ever, the am

ount of m
essages to be hand

led
 by an ind

ividu
al SFI is

d
ou

ble in case of the p
u

ll scenario.

A
lthough a dou

bling of the m
essage rate at the level of the SFIs m

ay seem
 problem

atic, the pull
scenario offers the advantages w

ith respect to controlling the flow
 of traffic. In this m

od
e an SFI

at any given m
om

ent in tim
e never requests m

ore fragm
ents than it can hand

le. T
hus it sm

ooths
ou

t the traffic and redu
ces the risk for congestion w

ithin the netw
ork. In the case of the PU

SH
scenario, the R

O
Ss w

ill need to control the am
ou

nt of traffic sent to each SFI ind
ivid

ually; this
can be achieved

 via ap
plying Q

oS at the level of the R
O

S. D
etailed

 stu
dies have been m

ad
e on

the u
se of IP Q

oS to avoid
 congestion in the netw

ork. T
he results of these stud

ies are sum
m

a-
rised

 in Section
8.3.2.3.3 and further d

etails can be fou
nd

 in [8-34]

8.3.2.3.2
P

erform
ance

T
he bu

ild
ing of events is perform

ed
 by the D

FM
, SFI and

 R
O

Ss and
 is the collecting of event

fragm
ents of an event located

 in up to 1628 different buffers. T
his has to be p

erform
ed

 at a rate
of ~

3
kH

z. D
etailed

 stu
dies of the event bu

ild
ing have been perform

ed [8-35], [8-36] using pro-
totyp

e softw
are, PC

s, E
thernet sw

itches and traffic generators, see Section
8.3.1.2for descrip

tion
of the traffic generators only the principle results are presented here.

T
he nom

inal event build
ing rate in the proposed

 baseline architectu
re is ~

3
kH

z and com
m

enc-
es w

ith the arrival of LV
L2 decisions at the D

FM
. Seed

ed
 by this rate, in the pull scenario, the

D
FM

 assigns the events to and
 SFI, receives notification w

hen an event is bu
ilt and

 sends clears
to the R

O
Ss. T

he perform
ance of the D

FM
, d

efined
 as the sustained event bu

ild
ing rate verses

the num
ber of SFIs is show

n in Figu
re

8-20. It can be seen that the prototype im
plem

entation of
the D

FM
 can su

stain an event build
ing rate of up to ~

23
kH

z, an order of m
agnitu

de greater
than the required

 perform
ance. W

ithin 5%
 this su

stainable rate is independ
ent of the nu

m
ber of

SFIs d
ep

loyed in the system
.

In Figure
8-21 the sustained

 event building rate per SFI is show
n as a function of the num

ber of
R

O
L

s per R
O

S. The tw
o curves rep

resent the cases w
here the SFI forw

ards the built event to an
E

F su
bfarm

 or not. T
he results show

n in the figure ind
icate that today’s prototype im

plem
enta-

tion of the event build
ing fu

nctionality dep
loyed

 on PC
s (d

ual processors clocked
 at 2.4

G
H

z)
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achieves an event bu
ild

ing rate per SFI 35
H

z. In ad
d

ition, the bu
s-based

 scenario gives a per-
form

ance gain of ~
30%

. 

T
he scalability of the event build

ing is show
n in Figure

8-22. In this test the num
ber of SFIs in

the set u
p w

as increased
 from

 one to eight and the corresp
ond

ing event build
ing rate m

easure.
It can be seen that the sustained

 event bu
ild

ing rate increases linearly w
ith respect to the

nu
m

ber of SFIs in the system
 and

 that every ad
d

itional SFI contribu
tes to the overall system

perform
ance by ~

35
H

z.

F
ig

u
re

8-20  T
he D

F
M

 event building rate versus the num
ber of S

F
Is. E

ach S
F

I concurrently builds tw
o events

F
ig

u
re

8-21  T
he event building rate versus the num

ber of R
O

Ls/R
O

S
 in a system
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It should
 be noted that the results in Figu

re
8-22 for eight R

O
L

s/
R

O
S w

ere achieved w
ith ether-

net flow
 control active. T

he m
easu

rem
ents w

ith ethernet flow
 control d

isabled have yet to be
u

nd
erstood.

8.3.2.3.3
E

vent B
uilding w

ith Q
oS

Q
uality of Service has been im

plem
ented

 in the standard L
inux kernel at the IP level and

 it can
be used to shape the traffic entering a sw

itching netw
ork. T

his rem
oves the necessity of im

p
le-

m
enting traffic shaping at the level of the app

lications.

Q
oS m

anages the flow
 of d

ata at the IP
 level by em

ploying packet classification, packet sched
u

l-
ing and

 traffic shaping techniques. Packet classification is u
sed

 to classify incom
ing packets in

group
s, such as C

lass B
ase Q

u
euing (C

B
Q

). T
he packet schedu

ler arranges the sched
u

ling for
ou

tgoing packets according to the queu
ing m

ethod and
 the buffer m

anagem
ent selected. Token

B
ucket Filter (T

B
F) is an exam

p
le of one m

ethod
. T

he outgoing packet are sent at a rate d
eter-

m
ined

 by the size of the token buffer and
 the rate in w

hich tokens are sup
plied

. T
he traffic shap-

er is a technology to m
ake the burst flat.

N
ote that Q

oS as im
p

lem
ented by the L

inu
x kernel is perform

ed only in the m
essage ou

tpu
t

queues, i.e at the level of the R
O

Ss, in com
ing p

ackets continue to be accepted on a best effort
basis. It is also im

portant to realize that packets are sched
uled

 at best at the rate of the L
inux

kernel schedu
ler, w

hich is a configurable param
eter. E

vent building is to be perform
ed at a rate

of ~
3

kH
z, therefore the d

ata shou
ld be sched

u
led

 to at least the sam
e rate for the traffic shap-

ing to be effective. In the stud
ies perform

ed
 the L

inux kernel sched
u

ling frequency w
as set to

~
4

kH
z.

T
he event building perform

ance w
ith Q

oS ap
plied

 at the IP
 level has been m

easured
 for the

p
ush scenario [8-34]. T

he resu
lts of these stu

d
ies are show

n in Figu
re

8-23.

In this figure it can be observed
 that in the case of the p

ush scenario w
ithout Q

oS, packet loss
occurs at the SFI w

hen the m
essage size exceed

s 4
kbyte. W

ith Q
oS applied, packet lose is not

F
igu

re
8-22  T

he event building rate versus the num
ber of S

F
Is in the system
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observed w
hen the Q

oS is used to lim
it the output band

w
id

th at the level of the R
O

S to
40

M
bit/

s.

In the cond
itions in w

hich no packet loss occu
rs the p

ush scenario is m
ore preferm

ent than the
pu

ll scenario du
e to the ad

d
itional d

ata control m
essages im

plied
 by the pu

ll scenario. H
ow

ev-
er, over the fu

ll range of R
O

S event fragm
ent sizes being stud

ied for event building, the pull
scenario is m

ore p
referm

ent. 

T
he resu

lts, obtained on a sm
all system

, show
 that Q

oS as a shap
ing technique is not alw

ays ef-
fective for event bu

ild
ing in the range required. W

hether these conclusions are app
licable to the

full size system
 rem

ains to be established
. E

nhancem
ents in the perform

ance of the pu
ll scenar-

io w
ith Q

oS ap
plied

 have still to be investigated
.

F
ig

u
re

8-23  (a) E
vent B

uilding rate and (b) throughput as a function of event fragm
ent size and different Q

oS
param

eter values for the push scenario
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8.4
S

calab
ility

8.4.1
D

etector reado
ut chan

nels

T
his section describes quantitatively how

 the physical size, perform
ance and control and configuration of

the system
 scales w

ith the ‘am
ount’ of detector to be read out.

8.4.1.1
C

on
tro

l and
 flo

w
 o

f event d
ata

H
ow

 the num
ber of applications, m

essages and data volum
e changes.

8.4.1.2
C

on
figu

ratio
n and

 con
tro

l

A
m

ount of configuration data a function of the am
ount of detector.

8.4.2
LV

L
1 rate

H
ow

 the system
 perform

ance and physical size scales w
ith respect to the LV

L1 rate.
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9
H

igh
-level trig

ger

9.1
H

LT o
verview

T
he H

igh-level Trigger (H
LT

) contains the second
 and third

 stages of event selection. It com
-

p
rises three m

ain parts: T
he LV

L
2 system

, the E
vent Filter (EF) and the Event Selection Softw

are
(E

SS). Section
9.2 d

escribes the com
p

onents of the LV
L2 system

, Section
9.3 describes those for

the EF and
 Section

9.4 describes the operation of the LV
L

2 and
 E

F system
s. A

lthough the algo-
rithm

s used at LV
L2 and

 the E
F are d

ifferent, it has been d
ecid

ed to u
se a com

m
on softw

are ar-
chitecture for the event selection cod

e across LV
L

2, E
F and off-line stu

dies. This facilitates u
se of

com
m

on infrastru
ctu

re (such as d
etector calibration and

 alignm
ent data) and

 sim
plifies off-line

stud
ies and

 developm
ent of the H

LT algorithm
s. T

his com
m

on architecture is d
escribed

 in
Section

9.5.

T
he basic stru

ctu
re of the H

LT selection chain is show
n in Figure

9-1 in a sim
p

lified
 form

. The
starting point for the H

LT is the LV
L

1 R
esult. It contains the LV

L
1 trigger type and the inform

a-
tion about p

rim
ary R

oIs that cau
sed

 the LV
L1 accept, plus secondary R

oIs not used
 for the LV

L
1

accept. B
oth types of R

oIs are used to seed the LV
L

2 selection. T
he concept of seed

ed recon-
struction is fundam

ental, particularly at LV
L2 (ap

art from
 the special case of B

-physics). 

T
he LV

L2 R
esult provides a seed for the E

F selection, thu
s playing a sim

ilar role for the EF as
d

oes the LV
L

1 R
esult for the LV

L
2. It w

ill also be possible to seed
 the E

F directly w
ith the LV

L
1

R
esult in ord

er to stud
y for exam

ple the LV
L

2 perform
ance. T

he EF and
 the LV

L
2 R

esults, con-
taining the physics signatures from

 the trigger m
enu w

hich w
ere satisfied

 and
 higher level re-

construction objects, w
ill be appended

 to the raw
 event data. 

T
he E

F classification is yet to be fully defined
. P

ossibilities consid
ered

 inclu
de special selections

for calibration events and
 for new

 physics signatures, i.e. a d
iscovery stream

. The E
F R

esult can
be u

sed
 to assign tags to the events or even assign them

 to particular outp
ut stream

s.

F
igu

re
9-1  T

he high level trigger selection chain w
ith the LV

L2 and E
F

 selection each seeded by the preceding
trigger.

<
<
R

aw
D

a
ta

>
>
 

L
V

L
1R

esult

T
he E

F
 C

lassification
 

part o
f the E

vent F
ilte

r 
is n

ot yet defined
.

<
<
R

aw
D

a
ta

>
>
 

L
V

L
2R

esult

<
<
R

aw
D

a
ta

>
>
 

E
F

R
esult

LV
L

2S
electio

n

E
F

S
electio

n

E
F

C
lassificatio

n

LV
L1

 R
esult contains 

inform
a
tio

n abou
t 

LV
L
1 T

rigger T
ype and

 
abo

ut prim
ary a

nd seconda
ry 

reg
ions-of-in

terest

<
<

seede
d

by>
>

<
<

seede
d

by>
>

<
<

produces>
>

<
<
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>
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T
he flow

 of data is as follow
s. D

ata for events accepted by the LV
L

1 trigger are sent from
 the d

e-
tector front-end

 electronics to the R
O

Ss, containing ~
1600 R

eadO
ut Bu

ffers. In parallel, infor-
m

ation on the location of R
oIs id

entified
 by LV

L
1 is sent to LV

L2 to guid
e the LV

L2 event
selection. U

sing this gu
id

ance specialised
 LV

L
2 algorithm

s requ
est a sub-set of the event d

ata to
perform

 the second
 stage of event selection. In this w

ay only a few
 percent of the event d

ata
need

 to be transferred
 to the LV

L
2 system

 —
 thu

s considerably red
u

cing the netw
ork band

-
w

id
th required. Events selected by LV

L
2 are passed

 to the Event B
uilder, w

here the com
p

lete
event is assem

bled into a single record. T
he bu

ilt event is then p
assed

 to the E
vent Filter w

here
the third

 and
 final stage of on-line event selection is perform

ed. T
he E

vent Filter applies off-line
algorithm

s guid
ed by inform

ation from
 the LV

L
1 and

 LV
L

2 triggers to fu
rther refine the event

selection. E
vents p

assing the E
vent Filter are then p

assed to storage for off-line analysis.
Figu

re
9-2 show

s the exchange of m
essages betw

een the su
bsystem

s involved
 in the H

LT
 proc-

ess. T
he LV

L2 selection is done in the L2P
U

 and
 the EF selection in the event hand

ler. B
oth LV

L
2

and
 E

F are situ
ated

 in d
ed

icated
 p

rocessor farm
s. T

he LV
L

2 Processor receives the LV
L

1 R
esu

lt
from

 the LV
L

2 Sup
ervisor. LV

L
2 is R

oI guided
 and

 only requ
ests the corresponding fragm

ents
of the events from

 the R
O

Ss. A
fter a positive LV

L2 D
ecision the event building collects all frag-

m
ents, inclu

ding the LV
L

2 R
esu

lt. The fu
ll event is sent via the E

vent Filter IO
 to the event han-

d
ler, w

here the E
F selection is m

ad
e. A

ccep
ted events are sent to the database load

er for
perm

anent storage of the event for offline reconstruction and
 analysis.

F
ig

u
re

9-2  T
he exchange of m

essages betw
een H

LT
 C

om
ponents.

<
<
su

bsystem
>
>

LV
L2S

u
p

ervisor

<
<
su

bsystem
>
>

LV
L2P

rocessin
g

 
U

nit

<
<

su
bsystem

>
>

R
O

S

<
<
sub

syste
m

>
>

E
ventB

u
ild

in
g

<
<
subsystem

>
>

D
ataB

aseL
o

ad
er

<
<
sub

syste
m

>
>

E
ven

tH
an

d
ler

<
<
sub

syste
m

>
>

E
ven

tF
ilterIO

4:se
nd(L

V
L2D

ecision
)

2:LV
L2S

election()
8:E

F
S

ele
ction

()

1:send(LVL1Result)

3.2:send(LVL2Decision)

5.1:Request(EventFragm
ents)

2.1:Request(EventFragm
ents)

3.1:Send(LVL2Result)

2.2:Send(EventFragm
ents)

6:Send(Event)7:Send(Event)

9:Send(Event)

10:S
en

d(E
ven

t)

5.2:Send(EventFragm
ents)

LV
L2

 S
election an

d 
E

F
 S

electio
n acce

pts 
or rejects the even

t.
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9.2
LV

L2

9.2.1
O

verview

T
he LV

L
2 trigger provides the next stage of event selection after the hard

w
are-based

 LV
L

1 trig-
ger. It u

ses R
oI guid

ance received
 from

 LV
L

1 to seed
 the valid

ation and
 enhancem

ent of the
LV

L1 trigger u
sing selected

 full granu
larity event d

ata. C
om

ponents involved in the LV
L

2 p
roc-

ess are the R
oI Bu

ild
er, the LV

L2 Sup
ervisor, the LV

L
2 Processors, the R

O
S and

 the pR
O

S. The
R

oI B
u

ild
er assem

bles the fragm
ents of inform

ation from
 the d

ifferent parts of the LV
L

1 trigger
and transm

its the com
bined

 record to a LV
L2 Supervisor. T

he LV
L

2 Supervisor selects a LV
L

2
P

rocessor for the event and
 send

s the LV
L1 inform

ation to that processor and then w
aits for the

LV
L2 D

ecision to be returned. T
he LV

L
2 Processor runs the E

vent Selection Softw
are, requ

est-
ing event d

ata as required from
 the R

O
Ss and returns the LV

L2 D
ecision to the LV

L2 Su
pervisor.

For events w
hich are to be p

assed to the E
vent Filter the LV

L
2 Processor also send

s a m
ore de-

tailed
 LV

L2 R
esult to the pR

O
S to be includ

ed in the event to be bu
ilt. D

etails of the R
O

S and the
D

ataFlow
 asp

ects of the gathering of data w
ithin an R

oI for LV
L

2 are d
escribed

 in C
hap

ter
8.

D
etails specific to the LV

L2 selection process of all of the other com
ponents are given below

.

9.2.2
R

o
I B

uild
er

For each LV
L

1 accep
t the various parts of the LV

L1 trigger send inform
ation on the trigger in-

clu
d

ing the R
oI positions and threshold

s passed
. T

he R
oI Bu

ild
er com

bines these fragm
ents into

a single record
 w

hich is p
assed

 to a LV
L

2 Su
pervisor processor. In the baseline d

esign each
LV

L2 Su
pervisor w

ill only see a sub-set of the LV
L2 P

rocessors, thus the choice of LV
L2 Su

per-
visor affects the load-balancing betw

een LV
L

2 Processors. T
his rou

ting w
ould

 norm
ally be on a

round
-robin basis, bu

t busy Su
pervisors can be skipp

ed and the design also allow
s m

ore com
-

p
lex algorithm

s, includ
ing u

se of the LV
L

1 trigger type. A
 fu

ller d
escription of the R

oI B
uilder is

given in Section
8.2.1.

9.2.3
LV

L2 S
upervisor

T
he LV

L
2 Supervisors are a sm

all group
 of p

rocessors (of ord
er 10) that sup

ervise the flow
 of

events in LV
L

2 and
 m

ed
iate betw

een the LV
L2 system

 and
 the LV

L1 system
. In ord

er to sim
pli-

fy farm
 m

anagem
ent and

 to keep softw
are uniform

 the processors w
ill be sim

ilar to those u
sed

in the LV
L

2 farm
, how

ever, each Sup
ervisor p

rocessor needs an interface (S-L
IN

K
 in the base-

line architecture) to receive the d
ata from

 the R
oI Bu

ild
er (see Section

8.2.1).

T
he context of the Supervisor is ind

icated
 in Figure

9-3. The Supervisor receives inform
ation on

the LV
L

1 trigger in a single record
 (LV

L1D
ata) from

 the R
oI Bu

ild
er. It selects a LV

L
2 processor

for the event and
 p

asses the LV
L1 data to the processor in the LV

L1R
esult m

essage. O
nce the

LV
L2 processor has d

ecid
ed

 w
hether the event should

 be accepted
 or rejected it p

asses back a
LV

L2D
ecision m

essage. If the d
ecision is an accept or if the Supervisor has collected

 a p
red

eter-
m

ined
 num

ber of rejects, the LV
L

2D
ecision G

rou
p m

essage is sent to the D
FM

 w
here the D

FM
coord

inates clearing of the bu
ffers and

 read
out to the E

B. 

In selecting a LV
L

2 processor the Su
pervisor exercises a load balancing function. C

urrently the
Su

pervisor is designed
 to either select processors from

 its available p
ool via a sim

p
le round

-rob-
in algorithm

 or by exam
ining the num

ber of events queu
ed

 and
 assigning the event to the least

A
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loaded
 p

rocessor. It is foreseen to autom
atically accept certain classes of LV

L
1 triggers w

ithout
involving the LV

L
2 processors, for exam

ple detector calibration events. T
his cou

ld be extend
ed

to provid
e unbiased

 sam
ples to the E

F.

T
he supervisor softw

are is based on the D
ataC

ollection Fram
ew

ork d
escribed

 in Section
8.3.2.

For norm
al d

ata taking the LV
L

1D
ata is received

 from
 the R

oI Bu
ild

er, bu
t for diagnostic pu

r-
poses the Supervisor can also retrieve LV

L
1 data from

 a file or generate it internally.

9.2.4
LV

L
2 P

ro
cessors

T
he LV

L2 selection is p
erform

ed
 in farm

 of processors, tod
ay assum

ed to be du
al p

rocessor PC
s,

running at 4
G

H
z, in 1U

 rack-m
ounted form

at. T
he nom

inal bud
get allow

ed for the m
ean

processing tim
e for the LV

L
2 d

ecision per event is ~
10

m
s. H

ow
ever, there w

ill be large varia-
tions from

 event to event, m
any events w

ill be rejected
 in a single selection step in a significant-

ly shorter tim
e than the m

ean, w
hilst others w

ill require several sequ
ential steps and

 a few
events m

ay take m
any tim

es the m
ean latency. E

ach event is hand
led in a single processing

nod
e, requ

esting selected
 event d

ata from
 the R

O
Ss for each R

oI only w
hen requ

ired
 by the al-

gorithm
s. To m

aintain a high efficiency of p
rocessor utilisation even w

hen it is w
aiting for su

ch
R

oI event d
ata, several events are processed

 in parallel in each processing node. 

T
he p

rocessing is p
erform

ed
 in a single ap

p
lication ru

nning on each nod
e (i.e. PC

 host). T
he ap

-
plication has three m

ain com
ponents: the L

2PU
; the P

ESA
 Steering C

ontroller (P
SC

); and
 the

E
vent Selection Softw

are. T
he L

2P
U

 hand
les the D

ataFlow
 w

ith other p
arts of H

LT
/

D
A

Q
, in-

clu
ding m

essage passing, configu
ration, control and

 supervision. T
he P

SC
 runs insid

e the L2P
U

and
 provid

es the required environm
ent and services for the E

SS. A
s the L2P

U
 handles the com

-
m

unication w
ith the LV

L2 Supervisor and the R
O

Ss, interfaces have to be provid
ed for the vari-

ous m
essages betw

een the L
2P

U
 and

 the E
SS. T

he PSC
 p

rovid
es the interface for the LV

L
1

R
esult and

 retu
rns the LV

L
2 R

esult (from
 w

hich the LV
L

2 D
ecision is derived

). T
he interface for

the R
oI event d

ata to be retrieved from
 the R

O
S is p

rovid
ed

 separately and is d
escribed

 in
Section

9.2.4.3.

F
ig

u
re

9-3  C
ontext of LV

L2 S
upervisor.

R
o

I B
u

ild
er

object

L
V

L
1R

esu
ltO
n

lin
e s/w

R
u

n
 C

o
n

tro
l,

L
V

L
1D

ata
L

V
L

2D
ecisio

n
 G

ro
u

p

L
V

L
2D

ecisio
n

L
V

L
2 

S
u

p
erviso

r

D
F

M

C
o

n
fig

u
ratio

n
E

rro
r R

ep
o

rtin
g

,
M

o
n

ito
r

L
2P

U
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T
he u

se of FP
G

A
 co-processors [9-2] has been stud

ied for som
e C

P
U

-intensive algorithm
s, for

exam
p

le non-guided
 track find

ing in the inner d
etector [9-3]. For the current trigger m

enus,
how

ever, it has been fou
nd

 that these are not justified and
 therefore they are not includ

ed
 in the

baseline architecture.

9.2.4.1
L

2P
U

T
he d

esign and
 im

p
lem

entation of the L2P
U

 is based
 on the D

ataC
ollection Fram

ew
ork de-

scribed
 in Section

8.3.2 from
 w

hich it u
ses the follow

ing services: application control, initialisa-
tion and

 configuration, error reporting, application m
onitoring, m

essage p
assing, and

, for the
p

urp
ose of p

erform
ance evaluation, the instrum

entation.

T
he L

2PU
 com

m
unicates w

ith the LV
L

2 Su
pervisor from

 w
hich it receives the R

oI inform
ation

(originating from
 the LV

L1 Trigger) and
 to w

hich it returns the LV
L

2 D
ecision. R

oI D
ata (in the

form
 of R

O
B

 Fragm
ents) are requ

ested
 from

 the R
O

Ss, on instigation of the LV
L

2 Selection algo-
rithm

s.

T
he actual selection algorithm

s ru
ns insid

e one out of several ‘W
orker thread

s’, each p
rocessing

one event. T
his m

u
lti-thread

ed ap
proach has been chosen to avoid

 stalling the C
PU

 w
hen w

ait-
ing for requested R

oI d
ata to arrive (from

 R
O

Ss). T
his also allow

s efficient use of m
ulti-C

P
U

p
rocessors, but requires that LV

L2 selection algorithm
s m

u
st be thread

-safe. Specific guid
elines

to LV
L

2 algorithm
 d

evelopers are given in [9-4]. Som
e asynchronous services (application m

on-
itoring, inpu

t of d
ata) are also executed

 in sep
arate thread

s.

T
he LV

L2 event selection takes place inside the PSC
 w

hich has a sim
ple interface to the D

ata-
C

ollection fram
ew

ork: it receives the LV
L1 R

oI inform
ation (LV

L
1 R

esult) as inpu
t p

aram
eter

and it returns the LV
L2 R

esu
lt. Figure

9-4 illu
strates w

hat happens for each event. T
he LV

L
2 Su-

p
ervisor selects an L2P

U
 and

 sends the LV
L1 R

esult. T
his L2P

U
 stores the received

 LV
L

1 R
esult

in a shared
 queu

e. W
hen a W

orker thread
 becom

es available it unqu
eues an event, starts

p
rocessing it and

 produ
ces a LV

L2 R
esult. Finally the LV

L
2 D

ecision is derived
 from

 the LV
L

2
R

esult and
 retu

rned to the LV
L

2 Supervisor. For positive d
ecisions, the LV

L
2 R

esult is also sent
to the pR

O
S. 

W
hen selection algorithm

s require R
O

B
 d

ata they activate the ‘R
O

BD
ataC

ollector’, w
hich func-

tions as show
n in Figure

9-5. T
he R

O
B

D
ataC

ollector takes a ‘list of R
oB

s’ as inpu
t p

aram
eter

and returns a ‘list of R
O

B
 Fragm

ents’. T
he R

O
B

D
ataC

ollector takes care of send
ing out requ

ests
for d

ata to the ap
prop

riate R
O

Ss, w
aits for all d

ata to arrive, assem
bles the received R

O
S Frag-

m
ents into a list of R

O
B Fragm

ents w
hich are returned to the caller. A

s reported in C
hap

ter
8

the p
erform

ance for collecting R
oI d

ata from
 R

O
B

s has been m
easu

red
 in testbed

s. It exceeds by
a large m

argin the requ
ired

 I/
O

 cap
acity.

9.2.4.2
P

E
S

A
 S

teerin
g C

o
n

tro
ller (P

S
C

)

T
he PE

SA
 Steering C

ontroller (P
SC

) is the H
LT

 com
ponent that interfaces the L

2PU
 and

 the
E

vent Selection Softw
are. T

he pu
rpose of the PSC

 is threefold
: to allow

 the L2P
U

 to host and
control selection softw

are developed
 in the offline fram

ew
ork; to allow

 the algorithm
 steering

softw
are to be shared w

ith the Event Filter; and
 to provid

e a m
echanism

 for transm
itting the

LV
L1 and

 LV
L

2 R
esults betw

een the d
ataflow

 system
 and

 the E
vent Selection Softw

are.

T
he key to the P

SC
 d

esign is to p
lace this interface w

here the fu
nctionality of the LV

L2 D
ataflow

and E
vent Selection Softw

are can be cleanly sep
arated

. T
he location chosen is the Finite State
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M
achine (FSM

) of the L
2PU

. T
he PSC

 is realized
 as a local ‘state-aw

are’ rep
lica of the D

ata C
ol-

lection’s FSM
. It thus provides the m

eans for forw
arding state changes from

 the LV
L

2 D
ataflow

softw
are to the ESS. Since the E

SS is being d
eveloped

 in the A
T

L
A

S offline fram
ew

ork,
A

T
H

E
N

A
[9-5], w

hich is itself based
 on G

au
di[9-6], the P

SC
 has been designed

[9-7] to re-use
the fram

ew
ork interfaces d

efined
 in G

au
di. 

F
ig

u
re

9-4  C
ollaboration diagram

 show
ing the successive steps that are applied to each event received from

LV
L1 leading to the LV

L2 D
ecision.

F
ig

u
re

9-5  D
ata C

ollection by the L2P
U

 of the data w
ithin a list of R

O
B

s, corresponding to an R
oI.
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Figure
9-6 illustrates the sequ

ence of interactions of the P
SC

 w
ith the LV

L
2 D

ataflow
 and the

E
vent Selection Softw

are. T
he figure show

s three states: C
onfigure,Start, and

 Stop. D
u

ring the
C

onfigure p
hase, configu

ration and
 conditions m

etad
ata are obtained

 from
 external d

atabases
via an H

LT-online interface. T
hese d

ata are then used to configu
re the E

vent Selection Softw
are

and all associated
 com

ponents. A
s Figure

9-6 (left) show
s, du

ring this phase m
ultiple W

orker
T

hread
s are also set up. A

fter a Start, the PSC
 receives an ‘execu

te event’ d
irective w

ith a LV
L

1
R

esult as an argu
m

ent. T
he PSC

 then returns (after execu
tion of the Event Selection Softw

are)
the LV

L
2 R

esu
lt directly to the D

ata C
ollection fram

ew
ork.

A
n im

portant aspect of this ap
proach is that the LV

L
2 event handling is m

anaged
 entirely by

the D
ata C

ollection fram
ew

ork. T
he P

SC
 then does not need

 to interact d
irectly w

ith the inpu
t

thread
, the LV

L2 Su
pervisor, or w

ith the p
R

O
S. T

he requ
ests for event data fragm

ents are hid-
d

en behind
 the R

O
B

 D
ata P

rovider Service. 

A
fter a Stop, the PSC

 term
inates algorithm

 execution. A
t this stage, ru

n su
m

m
ary inform

ation
can be produ

ced
 for the selection process. 

Since the Event Selection Softw
are execu

tes in m
ultiple w

orker thread
s, the P

SC
 m

ust provide a
thread

-safe environm
ent. A

t the sam
e tim

e, and
 in ord

er to provid
e an easy-to-use fram

ew
ork

for offline d
evelopers, the P

SC
 m

ust hide all technical d
etails of thread

 hand
ling and

 locks.
T

hread
 safety has been im

plem
ented in the PSC

 by using G
aud

i’s nam
e-based object and

 serv-
ice bookkeep

ing system
. C

opies of com
ponents that need to be thread

-safe are created
 in each

w
orker thread

 w
ith different labels. T

he labels incorporate the thread-ID
 of the w

orker thread
,

as obtained
 from

 the D
ata C

ollection softw
are. T

he num
ber of thread

s created
 by the D

ata C
ol-

lection softw
are is transferred to the PSC

, w
hich transparently creates the num

ber of required
copies. In this schem

e, the sam
e configuration can be used

 in the offline and
 in the LV

L
2 envi-

ronm
ents; the thread

-ID
 collapses to null in the offline softw

are.

A
fter integrating the PSC

 w
ith the D

ataC
ollection softw

are, both perform
ance and

 robu
stness

tests w
ere carried

 out on a d
u

al-processor 1.533
G

H
z A

thlon m
achine (for d

etails, see
[9-7]). The

P
SC

 ran for over 50 hours w
ith three thread

s w
ith an early version of the selection softw

are

F
igu

re
9-6  T

he L2P
U

 F
inite S

tate M
achine (left) and the P

E
S

A
 S

teering C
ontroller (right).

U
nLoad

U
nC

onfig

S
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S
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C
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W
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nline
interface

D
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M
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L1R
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L1R
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D
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D
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N
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L2R
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N
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prototyp
e

[9-8]. The p
rototype ran su

ccessfully on both single and d
ual-C

P
U

 m
achines, show

-
ing it to be thread

 safe. A
 d

irect m
easu

rem
ent of the P

SC
 overhead

 yield
ed

 13
µ

s per event, w
ell

w
ithin the 10

m
s nom

inal LV
L

2 bu
dget.

9.2.4.3
Interfaces w

ith th
e E

ven
t S

electio
n S

o
ftw

are

In Figure
9-7 a p

ackage diagram
 is show

n for the Event Selection Softw
are ru

nning in the L2P
U

.
T

he com
m

u
nication w

ith external system
s and

 subsystem
s, includ

ing the LV
L

2 Su
pervisor and

the R
O

S, are hidd
en from

 the ESS. T
he E

SS is initialised as show
n in Figure

9-6. T
he P

SC
 p

ro-
vid

es the E
SS w

ith the LV
L1 R

esult and
 requests the LV

L2 selection. To provide the LV
L

2 R
esu

lt
the E

SS needs to access R
O

B
 data fragm

ents and
 stored m

eta d
ata. T

he R
O

B
 d

ata requ
ests are

sent via the R
O

B
 D

ata Provid
er Service to the R

O
B

 D
ata C

ollector. Services are u
sed

 to access
m

eta d
ata, these includ

e the geom
etry, cond

itions and
 B

-Field
 m

ap inform
ation. M

onitoring
services inclu

d
e histogram

m
ing and

 m
essaging. 

9.2.5
p

R
O

S

For all events accep
ted

 by LV
L2 (w

hether a norm
al accep

t, a forced
 accep

t or a pre-scale) d
etails

of the LV
L

2 processing (and
 the fu

ll LV
L

1 R
esult received

 from
 the Sup

ervisor) are provided
 by

the LV
L

2 P
rocessor for inclu

sion in the event. T
his inform

ation is sent via the netw
ork as a R

O
B

fragm
ent to the pR

O
S, w

here it is stored
 pend

ing a request from
 the E

vent B
uilder. W

hen the
event is bu

ilt the pR
O

S is includ
ed

 w
ith all the other R

O
Ss —

 thus includ
ing the LV

L
2 R

esu
lt

into the built event, w
hich is passed

 to the E
F. A

 single su
ch unit is sufficient for the size of LV

L
2

R
esult foreseen (not exceed

ing a few
 kilobytes) as it only has to operate at the event build

ing
rate (~

2
kH

z). 

F
ig

u
re

9-7  T
he dependencies of the E

vent S
election S

oftw
are perform

ing the LV
L2 selection in the L2P

U
.
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su
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ro
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p
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L
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e
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L
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H
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a
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C
o
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G
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B
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 d
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9.3
E

ven
t Filter

T
he E

vent Filter (E
F) is the third and last stage of the on-line selection chain. It m

akes use of the
full event inform

ation. It w
ill u

se the offline fram
ew

ork (A
TH

E
N

A
) and the Event Selection

Softw
are, that w

ill execute filtering algorithm
s d

irectly based
 on the offline reconstruction.

9.3.1
O

verview

9.3.1.1
F

u
nctio

nality

T
he functionality of the E

F has been logically d
istributed

 betw
een tw

o m
ain entities:

•
the Event H

and
ler (E

H
) is in charge of p

erform
ing the activities related

 to event selection.
T

his includ
es the d

ata flow
 betw

een the m
ain D

A
Q

 system
 and

 the E
F as w

ell as betw
een

the d
ifferent step

s of the selection itself. It also includ
es the fram

ew
ork to run the Process-

ing Tasks (PT
).

•
the E

F Su
pervisor is in charge of the control operations, in co-ordination w

ith the overall
T

D
A

Q
 control system

. Its responsibilities inclu
de the m

onitoring of the E
F functionality.

T
he E

F has been d
esigned

 so that add
itional functionalities, not yet form

ally EF responsibilities,
can be ad

d
ed w

ithout jeopardising the selection activity. E
xam

ples of such extra activities are
the global m

onitoring of the d
etectors or tasks related

 to alignm
ent and calibration.

9.3.1.2
B

aselin
e architecture

T
he baseline architecture of the Event Filter relies on com

m
od

ity com
ponents, nam

ely PC
s

linked
 by E

thernet netw
orks. A

 d
etailed d

escription of the baseline architectu
re for E

F m
ay be

found in [9-9].

T
he E

F Farm
 is organised

 in ind
epend

ent sub-farm
s, in the baseline each one connected to a d

if-
ferent SFI. T

he possibility of d
ynam

ic rou
ting betw

een SFIs and
 su

b-farm
s is also being consid-

ered. Several SFO
s can be connected

 to a given su
b-farm

. A
 given SFO

 m
ay be accessed by

d
ifferent su

b-farm
s. T

he proposed layout is show
n on Figu

re
9-8. B

ackend sw
itches are G

igabit
E

thernet, w
hile the sub-farm

 sw
itches m

ay be G
igabit or Fast E

thernet.

9.3.2
E

ven
t H

an
dler

9.3.2.1
O

verview

A
 detailed list of requirem

ents can be fou
nd

 in [9-10]. T
his list is based

 on the analysis of con-
straints com

ing from
 other system

s and
 on som

e prim
ary and

 general uses cases.

T
he EH

 w
ill receive events from

 the D
ata flow

 system
. These w

ill be distribu
ted

 to P
rocessing

Tasks. Specific PTs m
ay be chosen accord

ing to inform
ation contained

 in the event head
er.

E
vents kept for final storage w

ill be sent back to the D
ata Flow

 system
, p

ossibly to ded
icated

ou
tput stream

s accord
ing to classification m

ad
e in the PT. Inform

ation created
 d

uring the selec-
tion process w

ill be ap
p

end
ed

 to the events sent to p
erm

anent storage.
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T
he d

esign of the E
H

 has been m
ad

e according to the follow
ing p

rincip
les: d

ata flow
 in the EH

and
 data processing are separated

; the flow
 of events is data driven, i.e. there is no d

ata flow
m

anager to assign the event to a specified target; data cop
ying on a given p

rocessing nod
e is

avoid
ed

 as m
uch as possible to save tim

e and
 C

PU
 resources.

D
ata m

ovem
ent betw

een the different p
hases of the processing chain is p

rovid
ed

 by the Event
Filter D

ataflow
 process (EFD

), w
hile the processing is perform

ed
 in ind

epend
ent Processing

Tasks. T
here is one E

FD
 process p

er processing nod
e (i.e. p

er PC
 hosting P

rocessing Tasks). O
ne

or several PTs can connect to the E
FD

 at different stages of the p
rocessing chain. E

vent passing
is m

ad
e by a shared

 m
em

ory m
ap

ped
 file using a local d

isk for storage. Synchronisation is
m

aintained
 via m

essages u
sing U

N
IX

 sockets. D
etails can be found in [9-11] and [9-12].

9.3.2.2
E

vent F
ilter D

ataflo
w

T
he p

rocessing of the events is d
ecom

posed into steps w
hich can be configured

 dynam
ically.

E
ach step p

rovid
es a basic fu

nction: event inpu
t or outp

ut, event sorting, event du
plication, in-

ternal p
rocessing (e.g. for m

onitoring p
u

rposes), external p
rocessing, etc. 

T
he d

ifferent stages of the processing chain are im
plem

ented by ‘tasks’. A
ll ‘tasks’ are derived

from
 a base class T

a
s
k. Each derived

 class is im
plem

ented
 to p

rovid
e ded

icated
 functionality.

E
xam

ples are tasks p
rovid

ing the interface w
ith the D

A
Q

 D
ataFlow

, tasks to perform
 internal

m
onitoring activity (e.g. cou

nting the event w
hich traverse them

), tasks to sort events tow
ard

s
d

ifferent d
ata paths according to internal flags (e.g. the resu

lt of the reconstru
ction and

 selection
process), tasks to d

up
licate events to send them

 in parallel tow
ard

s different processing p
aths,

etc. Som
e tasks p

rovide an interface w
ith external (w

ith resp
ect to E

FD
) Processing Tasks, w

here
ind

ependent processes perform
 the selection process (u

sing the ESS) or p
re or p

ost processing.
A

n exam
p

le of an E
FD

 im
p

lem
entation is given in Figu

re
9-9.

F
ig

u
re

9-8  P
roposed layout for the E

F
 F

arm
.
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In this exam
ple, an Input Task m

akes the interface w
ith the m

ain D
ataFlow

 system
. E

vents are
counted in an Internal M

onitoring Task. T
he E

xternal PT
 Task provid

es the interface for synchroni-
sation and

 com
m

unication w
ith PTs in charge of perform

ing the selection. E
vents w

hich have
not been tagged

 as rejected
 by the PT are then d

uplicated
. In one p

ath, events are cou
nted

 and
p

assed
 to O

utpu
t Tasks to be sent to p

erm
anent storage. In the other path, on w

hich prescaling
m

ay be ap
plied

, events are m
ad

e available to different m
onitoring tasks according to the tag

they received
 d

uring selection in the PT. 

T
he I

n
p
u
t
T
a
s
k m

aps events into shared
 m

em
ory (S

h
a
r
e
d
H
e
a
p). For efficiency, event d

ata is
not copied betw

een the processing step
s, but pointers are p

assed to the d
ifferent processing en-

tities. T
he inform

ation produ
ced

 by the external PTs can be m
ad

e available to other (m
onitor-

ing) tasks if it is stored
 in the S

h
a
r
e
d
H
e
a
p. T

he file m
ap

ping the shared
 m

em
ory segm

ent
ensu

res that d
ata is saved

 by the operating system
 in case of problem

s, e.g. a crash of the E
FD

p
rocess. It is the operating system

 w
hich is in charge of saving the shared

 m
em

ory into the local
d

isk w
here the segm

ent is m
apped

. W
hen the E

FD
 is restarted

, events received
 from

 the D
ata-

Flow
 can be recovered

 from
 the S

h
a
r
e
d
H
e
a
p. A

n autom
atic recovery procedu

re allow
s an

event w
hich has cau

sed
 a crash of the PT

 to be reprocessed
 again. The PT

 crash is detected
 by

F
igu

re
9-9  A

n exam
ple of an E

F
D

 im
plem

entation.
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the socket hang-up
, and

 the event is tagged
 as having been alread

y p
rocessed. If the event cau

s-
es a second crash it is sent to a d

edicated output channel.

T
he tasks are daisy chained in the sense that each task know

s the identity of the next task to ex-
ecu

te for the current event. T
he T

a
s
k

 base class has a m
ethod

 nam
ed

 p
r
o
c
e
s
s
E
v
e
n
t
(
)

 receiv-
ing a reference to an event p

ointer and
 retu

rning a p
ointer to the next Task to execute. T

he
backbone of the chaining m

echanism
 is a W

o
r
k
A
s
s
i
g
n
m
e
n
t

 thread w
hich first extracts an

event from
 a W

ork Q
ueue. T

he g
e
t
W
o
r
k
(
) m

ethod
 retu

rns from
 the W

ork Q
ueu

e a pair (Event
pointer, Task pointer). It then calls the p

r
o
c
e
s
s
E
v
e
n
t

 m
ethod of the Task passing the pointer

to the Event. A
fter processing, the m

ethod
 returns the p

ointer to the next Task, or the N
U
L
L

pointer if it w
as the last task in the chain. Figure

9-10 show
s the sequ

ence d
iagram

 correspond
-

ing to this m
echanism

. T
his featu

re allow
s the d

ynam
ical configuration of the processing chain.

N
ew

 m
onitoring or d

iagnostic activities can easily be inserted
 into the flow

 of the event treat-
m

ent.

9.3.2.3
P

ro
cessin

g Task

Processing Tasks run on every processing nod
e as ind

epend
ent p

rocesses. T
hey use the offline

fram
ew

ork A
T

H
E

N
A

 to run the Event Selection Softw
are for the strategy described in

C
hap

ter
4. T

he sequence d
iagram

 show
n in Figu

re
9-11 show

s the synchronisation m
echanism

betw
een the E

vent Selection Softw
are and

 the fram
ew

ork p
rovid

ed
 by the E

vent Filter PT.

E
vent p

assing betw
een PT and

 E
FD

 is done via the S
h
a
r
e
d
H
e
a
p

 d
escribed in the p

revious sec-
tion. Synchronisation m

akes use of U
N

IX
 sockets. A

fter having connected
 to the E

FD
 process,

the PT
 can request an event to the ‘External PT

 Task’. It receives a pointer to a read
-only region

of the S
h
a
r
e
d
H
e
a
p. W

hen processing is com
p

leted, PT
 retu

rns an ‘E
F answ

er’ to the ‘E
xternal

PT
 Task’ in E

FD
 as a string. This E

F answ
er is then u

sed
 to d

ecid
e w

hich step
 w

ill be execu
ted

next in the processing chain (event sent to perm
anent storage, d

eleted
, used for m

onitoring pu
r-

poses, etc.). PT
 can request a w

riteable block in S
h
a
r
e
d
H
e
a
p

, w
here it can store ad

ditional in-

F
ig

u
re

9-10  S
equence diagram

 for the w
ork distribution in the E

F
D

.
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form
ation prod

uced d
uring processing. If the event is to be sent to perm

anent storage, EFD
 w

ill
app

end
 this data to the raw

 event.

Inside 
the 

PT, 
com

m
u

nication 
w

ith 
E

FD
 

is 
d

one 
via 

the 
A

TH
EN

A
 

standard
 

service
B
y
t
e
S
t
r
e
a
m
C
n
v
S
v
c. Sp

ecific m
ethods are provided

 for inp
ut and ou

tpu
t from

 and
 to the D

ata
Flow

 system
. A

ccess to the event in the S
h
a
r
e
d
H
e
a
p

 m
akes use of the standard E

vent Form
at

L
ibrary [9-13]. T

he outp
ut m

ethod
 of the B

y
t
e
S
t
r
e
a
m
C
n
v
S
v
c serialises the inform

ation pro-
d

uced by the PT
 in the S

h
a
r
e
d
H
e
a
p

 and
 an E

F sub-d
etector fragm

ent is created
 follow

ing the
stand

ard sub-d
etector stru

ctu
re in the event form

at for the byte stream
 d

ata.

9.3.2.3.1
Interfaces w

ith E
vent S

election S
oftw

are

In Figu
re

9-12 a package d
iagram

 is show
n for the E

vent Selection Softw
are running in the E

F
P

rocessing Task. T
he Event Filter D

ataflow
 has an interface to the external su

bsystem
s for the

com
m

unication w
ith the E

vent Filter IO
. T

he pointer to the event is transm
itted

 to the Process-
ing Task running A

T
H

E
N

A
, w

hich requests the E
F selection for the event. N

o equ
ivalent of the

R
O

B
 D

ata C
ollector is need

ed
 by the processing task, because it is carried

 out after the event
bu

ild
ing. Instead

, the inp
ut and outpu

t services allow
 access to the full event in shared

 m
em

ory.
T

he dep
end

encies on external system
s and

 subsystem
s are hidd

en from
 the E

SS. It is foreseen to
ru

n a single E
F selection per P

rocessing Task. T
he E

SS d
epends on interfaces of the M

eta D
ata

and M
onitoring Services. T

he use of A
T

H
E

N
A

 as a com
m

on fram
ew

ork allow
s for the sam

e or
sim

ilar interface d
efinitions running offline or online. 

F
igu

re
9-11  S

equence diagram
 for the interaction betw

een the E
S

S
 and the E

F
 P

T

 C
ontrol

initialise

<
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D
ataR
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D
ata
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E
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ventF

ilter 
D
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>
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R
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9.3.2.4
V

alidatio
n tests

9.3.2.4.1
E

F
 data flow

 stand-alone perform
ances

Tw
o lightw

eight E
FD

 and
 PT processes have been u

sed
 to m

easu
re the overhead tim

e intro-
d

uced by the com
m

unication betw
een E

FD
 and PT. The E

FD
 p

rocess contains a unique E
xternal

PT
 task to p

rovide the PT
 w

ith d
um

m
y data. T

he PT
 perform

s the follow
ing sequ

ence of actions:
request an event; m

ap
 the event in the S

h
a
r
e
d
H
e
a
p; send

 the d
u

m
m

y EF answ
er; unm

ap
 the

event. T
he m

easu
red

 tim
e to perform

 this sequence is 66
µs. It d

oes not depend
 on the size of

the event. T
his overhead is negligible w

hen com
pared

 to the expected
 average processing tim

e
(of the ord

er of 1
s).

9.3.2.4.2
E

F
 data flow

 com
m

unication w
ith m

ain D
ataF

low

In ad
d

ition to the E
FD

 and
 PT processes d

escribed
 above, tw

o interfaces to the m
ain D

ataFlow
have been used

: an SFI p
rovid

ing d
um

m
y events of variable size and an SFO

 receiving events
and

 d
iscard

ing them
 at once. Tw

o kinds of tests have been m
ad

e. T
he first one exercises the full

sequence SFI →
 E

FD
 →

 PT
 →

 EFD
 →

 SFO
, w

hile the second
 exercises SFI →

 E
FD

 →
 PT

 →
Trash. B

oth tests have been p
erform

ed
 w

ith all processes hosted on a single m
achine and

 w
ith

each process hosted
 on a different m

achines, w
ith inter-m

achine com
m

unication via G
igabit

E
thernet link. T

he results are su
m

m
arised

 in Table
9-1.

9.3.2.4.3
R

obustness tests

to be w
ritten

F
ig

u
re

9-12  P
ackage diagram

 show
ing the dependencies of the E

vent S
election S

oftw
are perform

ing the E
F

selection in the P
rocessing Task.
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eom
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H
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>

B
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R
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d m
e
m

ory

S
o

ftw
are



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

9
  H

igh-level trigger
141

9.3.3
E

xtra functionality possibly provided by E
F

A
lthough not strictly speaking part of the H

LT, som
e fu

nctionality can be p
rovided

 by the E
F at

a rather low
 cost in term

s of resou
rce u

sage. T
he id

ea is to p
rofit of the C

PU
 consu

m
ing calcu

la-
tions w

hich have been m
ade for the selection (m

ainly reconstruction) and
 w

hich can be re-u
sed

for m
onitoring and

/or calibration/
alignm

ent p
urp

oses. This cou
ld

 be d
one

•
d

irectly in E
FD

 context (by-prod
ucts of calcu

lations p
erform

ed
 for selection, in the filter-

ing tasks or in ind
ependent m

onitoring tasks). This functionality has been illustrated in
Section

9.3.2.2

•
or in d

ed
icated

 parts of the Farm
, specially fed

 by the m
ain D

ataFlow
, and

 w
orking und

er
the control of the E

F supervision

M
ore d

etails on m
onitoring in EF can be fou

nd in C
hapter

7.

9.4
H

LT o
peration

9.4.1
C

o
m

m
on

 asp
ects

T
he operational analysis of the w

hole H
LT

 has been d
escribed

 in a d
edicated docum

ent [9-14]
w

hich describes in details the expected
 functionality and gives uses cases for the operation. U

se
cases includ

e: start-up, run control, shutd
ow

n, stead
y ru

nning and
 error cond

itions.

T
he H

LT Su
pervision system

 is resp
onsible for all aspects of softw

are task m
anagem

ent and
control in the H

LT. M
and

ates of the sup
ervision system

 includ
e: configuration of the H

LT
 soft-

w
are processes, synchronizing the H

LT
 processes w

ith d
ata-taking activities in the rest of the

experim
ent, m

onitoring the statu
s of H

LT p
rocesses e.g. checking that they are running and

 re-
starting crashed

 p
rocesses. The Su

pervision system
 m

u
st p

rovid
e a user interface for the crew

on shift. T
he interface m

u
st be as user friendly as p

ossible w
hile provid

ing the tools for expert
w

ork du
ring both the com

m
issioning and

 stead
y operation phases. B

oth the LV
L

2 trigger and
the E

F are im
plem

ented
 as hund

reds of softw
are processes running on large p

rocessor farm
s,

split for reasons of practicality into a nu
m

ber of su
b-farm

s. In view
 of this the sup

ervision re-
quirem

ents for the tw
o system

s are very sim
ilar and

 an integrated
 H

LT supervision system
 has

been develop
ed. It has been im

plem
ented

 using services provided
 by the O

nline Softw
are (see

C
hapter

10).

Tab
le

9-1  E
F

 D
ataF

low
 test resultsS

F
I →

 E
F

D
 →

 S
F

O
S

F
I →

 E
F

D
 (Trash

)

E
ven

t size [b
ytes]

R
ate w

ith
 all 

p
ro

cesses o
n

 a 
sin

g
le m

ach
in

e 
[H

z]

R
ate w

ith
 each

 
p

rocess o
n

 a 
differen

t m
ach

in
e 

[H
z]

R
ate w

ith
 all 

p
ro

cesses o
n

 a 
sin

g
le m

ach
in

e 
[H

z]

R
ate w

ith
 each

 
p

rocess o
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 a 
differen

t m
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in
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[H
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In ad
d

ition to standard requirem
ents on robu

stness and scalability, the d
esign of the Supervi-

sion system
 m

u
st be su

fficiently flexible to cop
e w

ith future evolu
tion du

ring the lifetim
e of the

experim
en

t, esp
ecially w

hen new
 hard

w
are and

 softw
are is used

.

T
he O

nline Softw
are configuration database is used

 to describe the H
LT

 in term
s of the softw

are
processes and

 hard
w

are (processing nod
es) of w

hich it is com
p

rised
. The H

LT supervision and
control system

 uses inform
ation stored

 in the O
nline Softw

are configuration d
atabase to d

eter-
m

ine w
hich processes need

 to be started on w
hich hard

w
are and

 su
bsequently m

onitored
 and

controlled
. T

he sm
allest set of H

LT elem
ents, w

hich can be configured
 and controlled

 ind
epend

-
ently from

 the rest of the T
D

A
Q

 system
 is the sub-farm

. T
his allow

s sub-farm
s to be d

ynam
ical-

ly inclu
ded

/
exclu

ded
 from

 partitions d
uring data-taking.

Synchronization w
ith the rest of the T

D
A

Q
 system

 is achieved u
sing the O

nlineSW
 run control

system
. E

ach sub-farm
 has a local run controller, w

hich w
ill interface to the O

nline Softw
are run

control via a farm
 controller. T

he controller collaborates w
ith a sub-farm

 sup
ervisor, w

hich p
ro-

vid
es process m

anagem
ent and m

onitoring facilities w
ithin the su

b-farm
. The controller and

 su-
pervisor cooperate to m

aintain the sub-farm
 in the best achievable state by keeping each other

inform
ed abou

t changes in supervision or run-control state and
 by taking app

ropriate actions,
e.g. restarting crashed p

rocesses. W
here p

ossible, errors shou
ld be hand

led internally w
ithin the

H
LT

 processes. O
nly w

hen they cannot be hand
led

 internally shou
ld

 errors be sent to the su
per-

vision and
 control system

 for further consid
eration.

T
he overall su

pervision of LV
L

2 and EF is integrated
 in the H

LT
 Su

pervision system
 d

escribed
in C

hapter
12.

Softw
are w

ill also be required
 for farm

 m
anagem

ent, i.e. hardw
are m

onitoring, operating sys-
tem

 m
aintenance, cod

e distribu
tion on m

any d
ifferent nodes, etc. H

ow
ever, given the com

m
on-

alities w
ith the requirem

ents of m
any other farm

s and
 the increasing availability of su

ch
softw

are elsew
here w

e p
lan to select the softw

are to be u
sed

 for this and
 how

 it is interfaced
 to

the Supervision system
 at a later date.

9.4.2
LV

L
2 o

peratio
n

T
he configuration and

 control of the LV
L2 ap

plications in the LV
L

2 p
rocessors are handled

 by
stand

ard
 D

ataC
ollection controllers. T

he R
un C

ontrol hierarchy consists of a root top level con-
troller and

 one child controller per LV
L

2 su
b-farm

. It is convenient to configu
re the LV

L
2 Su

per-
visors (w

hich control the flow
 of events through the LV

L
2 farm

 - see Section
9.2.3) so that each

LV
L

2 sub-farm
 is associated w

ith just one LV
L

2 Su
pervisor - although a single Supervisor m

ay
send

 events to several su
b-farm

s. M
onitoring of the applications is perform

ed in a p
arallel tree

structure again w
ith one m

onitor process per sub-farm
. In contrast, how

ever, for the Inform
a-

tion Service a single IS server is u
sed

 for all of the LV
L

2 processors.

9.4.3
E

F
 op

eratio
n

A
 d

etailed
 list of EF requ

irem
ents can be fou

nd
 in [9-15], m

any are com
m

on w
ith LV

L
2 as listed

above, how
ever, som

e d
erive from

 rem
ote EF sub-farm

s and
 the possibility of event m

onitoring
and

 calibration tasks (see Section
9.3.3).

T
he E

F Su
pervision also u

ses a tree-like structure follow
ing the baseline architecture d

escribed
in Section

9.3.1.2. The R
un C

ontrol hierarchy consists of a root top level controller and
 one child
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controller per sub-farm
. A

ll ancillary d
uties related to process m

anagem
ent are perform

ed
 by a

supervisor server, local to each sub-farm
. A

 local Inform
ation Sharing server allow

s the ex-
change of inform

ation w
ith other sub-system

s.

9.4.3.1
S

calab
ility tests

Scalability and
 perform

ance tests, in the context of E
F Supervision, have been perform

ed
 on the

A
SG

A
R

D
 clu

ster at E
T

H
 Z

urich and on C
E

R
N

-IT
 clu

sters. D
etailed results are given in [9-16]

and [9-17]. O
n A

SG
A

R
D

, the supervision system
 had

 been im
plem

ented
 w

ith the JA
VA

 M
obile

A
gents technology. It has been possible to control successfu

lly 500 processors. H
ow

ever, the
tested

 produ
ct, w

hich w
as freew

are, is now
 licensed

 and
 has therefore been d

iscarded
.

A
n im

plem
entation of the Sup

ervision has been m
ad

e using the tools p
rovid

ed
 by the O

nline
Softw

are group
. T

his im
plem

entation has proved
 to be able to control som

e 1000 processors
(running on 250 quad

-board m
achines from

 the C
E

R
N

-IT
 cluster). T

he execution tim
es for the

R
un C

ontrol transitions d
o not d

epend
 strongly on the num

ber of controlled
 nodes and

 are less
than 

3 
second

s 
for 

configurations 
of 

a 
size 

varying 
betw

een 
50 

and
 

250 
nod

es 
(See

Section
10.6.2).

9.5
E

ven
t S

election
 S

o
ftw

are (E
S

S
)

T
he tasks of the Event Selection Softw

are are ‘event selection’ and
 ‘event classification’. A

bstract
objects representing candid

ates of e.g. electrons, jets, m
u

ons and J/ψ
−>e +e -, are reconstru

cted
from

 event d
ata by u

sing a p
articu

lar set of H
LT

 A
lgorithm

s and
 applying appropriate cu

ts. A
n

event is selected
 if the reconstructed

 objects satisfy at least one of the physics Signatures given
in the Trigger M

enu. In both LV
L

2 and
 the E

F events are rejected
 if they d

o not pass any of the
specified

 selection criteria, w
hich are designed

 to m
eet the signal efficiency and

 rate red
uction

targets of the trigger. From
 a physics event selection p

oint on view
 there is no p

recise boundary
betw

een LV
L

2 and
 E

F. Ind
eed

, flexibility in setting the bou
nd

ary is im
p

ortant to profit from
 the

com
p

lem
entary features of these trigger stages.

T
he E

vent Selection Softw
are com

prises an infrastructure and
 the selection algorithm

s. T
he lat-

ter are to be provid
ed either by the PE

SA
 grou

p or, in case of the algorithm
s for the E

F, by the of-
fline reconstruction grou

p. M
ajor p

arts of the trigger reconstruction w
ill have to be based

 on
offline reconstru

ction algorithm
s. T

his is an im
portant constraint for the d

esign of the E
vent Se-

lection Softw
are.

In the online the E
vent Selection Softw

are w
ill ru

n in the softw
are environm

ents provided
 by

the L2P
U

 and
 by the Processing Task of the EF, as is show

n in Figure
9-7 and Figu

re
9-12. H

ence
the ESS need

s to com
ply w

ith the online requirem
ents, su

ch as thread
 safety, online system

 re-
quirem

ents and
 services, as w

ell as online perform
ance goals.

It is highly d
esirable though that the E

vent Selection Softw
are is also able to run d

irectly in the
offline environm

ent A
TH

E
N

A
 [9-5] to facilitate developm

ent of algorithm
s, to stu

dy the bound-
ary betw

een LV
L

2 and E
F, and to allow

 perform
ance stud

ies for physics analysis. T
herefore the

E
SS needs to com

p
ly w

ith the control fram
ew

ork and
 services that are p

rovid
ed

 by the offline
softw

are architectu
re team

. For this reason the A
T

H
EN

A
 fram

ew
ork w

as chosen as the fram
e-

w
ork to run the Event Selection Softw

are inside the E
F Processing Task and in the m

od
ified

form
 provided

 by the P
ESA

 Steering C
ontroller insid

e the L
2PU

.
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In the offline, the task of the E
SS is to em

u
late the full online selection chain. H

ence three so
called top

 level A
T

H
E

N
A

 algorithm
s are need

ed
, nam

ely the em
ulation of the LV

L
1 trigger and

tw
o instances of the E

vent Selection Softw
are. T

he LV
L1 trigger em

ulation provid
es the LV

L
1

R
esult. T

he first instance of the Event Selection Softw
are is configu

red
 to execu

te the LV
L

2 seed
-

ed
 by the LV

L
1 R

esu
lt, the second

 to execute the E
F selection seed

ed
 by the LV

L
2 R

esu
lt. T

he
d

etails of the prototype im
plem

entation of the physics selection chain is given in C
hapter

13.

9.5.1
O

verview

T
he d

esign and
 im

plem
entation of the Event Selection Softw

are is based
 on the requ

irem
ents

and
 use cases docum

ented
 in reference [9-18]. T

he cu
rrent prototype im

plem
entation follow

s
the analysis and conceptu

al design discussed
 in reference [9-19]. In the follow

ing an overview
of the subsystem

 is given and
 the d

esign and
 im

p
lem

entation of the basic concep
ts are d

is-
cu

ssed
.

T
he ESS is subd

ivid
ed

 into four sub-packages, as listed
 below

. T
hese are show

n in Figure
9-13

w
ith the m

ost im
portant external softw

are d
ependencies.

•
T

he S
teerin

g controls the selection softw
are. It organises the H

LT
 A

lgorithm
 processing

in the correct ord
er, so that the required data is p

rod
uced and

 the trigger decision is ob-
tained

. T
he Steering im

plem
ents the interface to the P

ESA
 steering controller (w

hen ru
n-

ning in the L
2PU

) and to the PT
 C

lient (w
hen running in the EF). T

he sam
e interfaces are

u
sed

 w
hen running in the offline fram

ew
ork A

T
H

EN
A

. 

F
ig

u
re

9-13  A
 package diagram

 of the E
vent S

election S
oftw

are. A
lso show

n are the dependencies of the sub-
packages. T

he dependencies on the offline E
vent D

ata M
odel and on the offline algorithm

s are explained in the
text.
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•
T

he event data is structured
 follow

ing the E
ven

t D
ata M

od
el (E

D
M

). T
he E

D
M

 covers all
d

ata entities in the event and
 the relationships betw

een them
. The data entities span from

the raw
 d

ata in byte stream
 form

at (originating from
 the detector R

O
D

s), the LV
L

1 R
esult

and all other reconstru
ction entities u

p to the LV
L

2 and E
F R

esults.

•
T

he H
LT

 A
lgorith

m
s are used

 by the Steering to process the event and
 to obtain the d

ata
on the basis of w

hich the trigger d
ecision is taken.

•
T

he D
ata M

an
ager hand

les all event d
ata d

uring the trigger p
rocessing. T

he cu
rrent im

-
p

lem
entation is based on A

T
H

EN
A

 Storegate [9-20] to provid
e the necessary infrastruc-

ture for the E
D

M
. The offline Byte Stream

 C
onversion Service is used

 to im
plem

ent the
H

LT
 A

lgorithm
 access to the raw

 d
ata. D

ifferent im
plem

entations of the R
O

B
 D

ata Pro-
vid

er Service are used
 for the LV

L
2, EF and

 offline to access the R
O

B Fragm
ents.

In su
m

m
ary, the E

D
M

 covers all event d
ata entities and

 is used by the Steering, the H
LT

 A
lgo-

rithm
s and

 the D
ata M

anager to com
m

unicate inform
ation abou

t the event. T
he H

LT
 A

lgo-
rithm

s build up the event tree in the p
rocess of the reconstruction. T

he result is analysed
 by the

Steering to obtain the trigger d
ecision. T

he D
ata M

anager sup
ports the ED

M
. It p

rovides the
m

eans of accessing the event data and
 for d

eveloping it as the event is p
rocessed

. T
he data ac-

cess patterns reflect the needs of the H
LT

 A
lgorithm

s and
 of the Steering, and

 the constraints of
the online system

s. R
aw

 d
ata access by ‘R

egion’ is a requirem
ent, especially for the LV

L
2. In the

follow
ing subsections m

ore details are given of the E
vent Selection Softw

are su
b-p

ackages.

9.5.2
T

he E
vent D

ata M
o

del sub
-package

T
he LV

L
2 and

 the EF selection are im
p

lem
ented as softw

are triggers that select events by m
eans

of reconstruction, guided
 by the R

oI inform
ation p

rovid
ed

 by the LV
L

1 system
. T

herefore the
organisation of the d

ata classes and of the object relations are fu
nd

am
ental. The E

D
M

 of the
E

vent Selection Softw
are is closely coup

led
 to the offline E

D
M

, especially because offline algo-
rithm

s are the basis of the E
F selection. T

he E
D

M
 is therefore being d

eveloped
 in close contact

w
ith the offline E

D
M

, d
etector and reconstruction groups. L

ogically the E
D

M
 classes are

group
ed into 5 sub-packages:

•
R

aw
 D

ata com
ing from

 the R
O

S and the trigger system
s are in byte

stream
 form

at. T
his

inclu
d

es the LV
L1 R

esult, the LV
L2 and

 EF R
esults, as w

ell as R
O

B
 D

ata from
 the su

b-de-
tectors and

 from
 the LV

L1 system
. N

ote that for a given sub-d
etector several R

aw
 D

ata
form

ats m
ight be used, e.g. d

ifferent form
ats dep

end
ing on the lum

inosity. T
his inclu

des
d

ifferent d
ata content or com

pression schem
es.

•
T

he R
aw

 D
ata O

b
jects (R

D
O

) are an object rep
resentation of the raw

 d
ata from

 the d
if-

ferent sub-d
etectors. In the trigger they are only used in the EF w

here they are created
 at

input to the reconstruction chain. In LV
L2, how

ever, creating these objects poses too
m

uch overhead
 and

 thu
s in LV

L
2 the R

aw
 D

ata is converted
 directly to R

econstruction
Input O

bjects (R
IO

s) d
escribed

 below
.

•
Featu

res are all types of reconstruction d
ata d

erived from
 the R

D
O

s or from
 other fea-

tures, w
ith increasing levels of abstraction. T

his inclu
des all offline reconstru

ction E
D

M
classes. They range from

 relatively sim
ple R

IO
s (e.g. calibrated

 calorim
eter cells and SC

T
clusters) up

 to reconstructed quantities su
ch as Tracks, V

ertices, E
lectrons or Jets.

A
 d

etailed d
escription of the im

plem
entation of the R

aw
 D

ata form
ats, R

D
O

s and
 fea-

tures for the current p
rototype are given in Section

13.3.
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•
M

C
 Tru

th
 inform

ation. Together w
ith the first three su

b-p
ackages of the E

D
M

, the M
onte

C
arlo tru

th is com
m

on to the E
vent Selection Softw

are and
 the offline reconstruction. It is

needed
 prim

arily for d
ebu

gging and
 perform

ance stud
ies.

•
Trigger R

elated
 D

ata com
prising R

oI O
bjects, the LV

L
1(LV

L
2/

E
F) Trigger Type [9-21],

Trigger E
lem

ents (T
Es) and

 Signatu
res. A

 T
E labels a set of Features and

 associates them
w

ith a physical interpretation, such as a p
article, m

issing energy or a jet. T
Es are the ob-

jects used
 by the Steering to gu

id
e the processing and to extract the trigger decision.

A
n im

portant asp
ect of the E

D
M

 is the ability to navigate betw
een different objects in the event

using the relations betw
een them

. T
his is used d

uring the H
LT

 A
lgorithm

 p
rocessing to analyse

and
 d

evelop the know
led

ge of the event. E
xam

ples of instances of E
D

M
 classes and

 their rela-
tions are d

iscussed
 in Section

9.5.3.1 in the context of the Seed
ing M

echanism
.

9.5.3
T

he H
LT algo

rithm
s su

b-packag
e

T
he task of the H

LT
 A

lgorithm
s is to analyse the R

aw
 D

ata and
 to reconstru

ct p
arts of the event

accord
ing to the guid

ance from
 LV

L
1. This reconstru

cted
 d

ata is used
 by the Steering to d

erive
the trigger d

ecision. T
he LV

L
1 R

oI based
 ap

proach im
plies a data d

riven event reconstruction.
A

ny H
LT

 A
lgorithm

 in a reconstru
ction sequence m

ay be execu
ted

 several tim
es p

er event,
once for each R

oI. Therefore a m
od

u
lar architecture of the reconstruction code is necessary. T

he
H

LT
 A

lgorithm
s are stru

ctured
 into three p

arts:

•
D

ata P
rep

aration
 com

prises algorithm
ic cod

e to convert the R
aw

 D
ata into objects that

are used as inp
ut to reconstruction. T

his task involves sub-d
etector specific inform

ation,
and

 hence sub-d
etector group

s are resp
onsible for the im

plem
entation and

 m
aintenance

of the cod
e, taking the H

LT
 requ

irem
ents into account. In the current d

esign the organisa-
tion of the D

ata Preparation is d
ifferent for LV

L
2 and

 the E
F. T

he E
F follow

s closely the of-
fline reconstruction chain, w

here the R
aw

 D
ata is first converted into R

D
O

s and
 these are

subsequ
ently processed

 to obtain SC
T

 C
lu

sters or C
alorim

eter C
ells. In LV

L
2 the D

ata
P

reparation goes in one step
 from

 R
aw

 D
ata to R

IO
s, thu

s avoid
ing the overhead

 of creat-
ing the R

D
O

s.

T
he boundary betw

een D
ata Preparation and

 subsequ
ent Feature E

xtraction is not exact,
bu

t only D
ata Preparation algorithm

s u
se the R

aw
 D

ata or
R

aw
 D

ata O
bjects.

•
Featu

re E
xtraction

 algorithm
s op

erate on abstract Featu
res and

 Trigger R
elated

 D
ata to

refine the event inform
ation. Tw

o typ
es of algorithm

s are d
istinguished

 in the Feature ex-
traction sub-package. R

econ
stru

ction
 A

lgorith
m

s process Features and
 prod

uce new
types of Featu

res, ju
st like offline reconstru

ction algorithm
s. H

ow
ever, in the trigger, R

oI
O

bjects are used
 to restrict the processing to geom

etrical regions of the detector. To d
o this

T
E

s are used
 by the Steering to ‘seed

’ the reconstruction algorithm
s. T

he Seed
ing M

echa-
nism

 is d
iscu

ssed in the next subsection. T
he second

 type of algorithm
s are H

yp
oth

esis
A

lgorith
m

s. T
heir task is sim

ilar to p
article id

entification. A
 hypothesis algorithm

 vali-
d

ates the physics interpretation im
plied by the label of the T

E based
 on the reconstructed

Features. A
n exam

p
le is the validation of an ‘electron’ m

atching a reconstru
cted

 C
alorim

-
eter C

lu
ster and

 a Track.

•
A

 library of A
lgorith

m
 Tools to carry out com

m
on tasks such as track-fitting or vertex-

find
ing.

O
verview

s of R
econstruction A

lgorithm
s and

 A
lgorithm

 Tools im
plem

ented
 in the cu

rrent E
SS

prototyp
e are given in Section

13.3.3 and
 Section

13.3.4.
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9.5.3.1
T

h
e seedin

g m
echanism

L
ogically the trigger p

rocessing starts from
 a LV

L
1 R

oI using pred
efined

sequ
ences of H

LT
 A

l-
gorithm

s. A
 so called ‘Seed

ing m
echanism

’ is used
 to guid

e the reconstruction to those p
arts of

the event relevant for preparing the trigger decision.

Figure
9-14 show

s the evolution of the object tree associated
 to one LV

L1 R
oI at d

ifferent stages

of the trigger processing. The up
per part Figure

9-14.a show
s an exam

ple of an electro-m
agnetic

R
oI O

bject from
 the LV

L
1 calorim

eter trigger. A
n inpu

t ‘E
M

’ T
E

 w
hich uses the R

oI O
bject is

created
 for the Steering. 

Starting from
 the inpu

t TE
 the first H

LT
 reconstru

ction step attem
pts to validate the physics hy-

p
othesis of there being an electrom

agnetic cluster above a certain
 threshold

. For this hypothesis
the Steering creates an outp

ut TE
 w

ith the corresponding label. T
he ou

tpu
t T

E
 is linked to the

inp
ut T

E
 by a ‘seed

ed
 by’ relation. T

he Steering then executes the cluster find
ing H

LT
 A

lgo-
rithm

, giving it the output T
E

 as an argu
m

ent, to valid
ate this ou

tpu
t T

E
. T

he algorithm
 navi-

gates via the ‘seed
ed by’ and

 ‘u
ses’ relations from

 the output TE
 to the inp

ut T
E

 and
 then to the

‘LV
L1E

M
’ R

oI O
bject to access inform

ation abou
t the LV

L1 R
oI. T

he algorithm
 obtains η and

 φ
from

 the R
oI and d

oes its pattern recognition w
ork. In the exam

ple it creates a C
alorim

eter
C

luster from
 a set of C

alorim
eter C

ells. T
hese objects are linked

 to the outp
ut T

E
 to record

 the
event inform

ation associated
 w

ith this R
oI for later processing. B

ased
 on the reconstru

cted
C

luster the algorithm
 validates the hyp

othesis if all cu
ts are passed

. T
he algorithm

 transm
its the

resu
lt to the steering, by ‘activating’ the output TE

 in case of a positive decision. T
he Steering ig-

nores all inactive T
Es for further processing. The object tree at the end

 of the algorithm
 execu-

tion is show
n in Figure

9-14.b

F
igu

re
9-14  T

hree diagram
s show

ing fragm
ents of the object tree associated to one R

oI at different stages of
trigger processing. S

ee text for details
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T
he next algorithm

 in the exam
p

le looks for an electron track. It is seed
ed w

ith a new
 output T

E
labelled

 ‘electron’. T
he algorithm

 navigates the full tree of d
ata objects to access the necessary

inform
ation. To validate the ‘electron’ p

hysics hypothesis it cou
ld

 use the precise position of the
calorim

eter clu
ster to reconstruct a Track from

 a set of SC
T

 C
lusters. If a Track is found

 the ‘elec-
tron’ hypothesis is validated

 and
 a TE

 is activated
. The resulting object tree is show

n in
Figu

re
9-14.c.

T
he seed

ing m
echanism

 need
s to be general enou

gh to cover all physics u
se cases. In Figu

re
9-

15 a sim
ilar d

iagram
 to Figu

re
9-14.c is show

n for the case of a LV
L2 B

-physics trigger. H
ere, the

new
 aspect is the inner d

etector full scan. In this u
se case once the initial ‘m

uon’ has been vali-
d

ated
 a scan is m

ad
e of the inner detector to reconstru

ct all tracks in the event. A
 T

E ‘uses’ the
collection of Tracks and seed

s, for exam
ple, an algorithm

 that reconstructs an exclusive B
-d

ecay
into tw

o p
ions. T

he result of this w
ou

ld
 be a T

E
 called

 ‘B to PiPi’. T
his T

E
 u

ses a B
-m

eson and
 is

‘seeded
 by’ the ‘Inner D

etector Scan’ T
E, as show

n in the figure. 

9.5.4
T

he steering sub-package

T
he S

teerin
g controls the H

LT
 selection. It ‘arranges’ the H

LT
 A

lgorithm
 processing for the

event analysis in the correct ord
er, so that the required

 d
ata is prod

uced
 and

 the trigger d
ecision

is obtained. T
he Steering provides the interface to the PE

SA
 Steering C

ontroller for running in
the L2P

U
 (Figure

9-6) and to the PT
 C

lient for ru
nning in the E

F Processing Task (Figu
re

9-13).
In the offline the Steering is a top level A

TH
E

N
A

 algorithm
 executed

 directly by the A
T

H
EN

A
event loop m

anager.

T
he LV

L
2 and

 the E
F selection is data d

riven, in that it build
s on the result of the preceding trig-

ger level. T
he Steering has to gu

ide the H
LT A

lgorithm
 p

rocessing to the physics relevant as-
pects of the event. T

he Steering u
ses the Seed

ing M
echanism

 d
iscu

ssed
 in the previous section

to restrict the reconstruction to the parts of the event correspond
ing to a given LV

L
1 R

oI. Seen
from

 the sid
e of the Steering, the reconstru

ction of an event in the trigger is a process of refining
T

E
s, as w

as show
n in Figu

re
9-14 and Figure

9-15.

T
he E

SS has to im
plem

ent the p
hysics selection strategy d

iscu
ssed

 in C
hap

ter
4. T

he H
LT

 selec-
tion d

em
ands that an event m

atches at least one physics ‘Signature’. E
ach Signature is a com

bi-

F
ig

u
re

9-15  A
 diagram

 show
ing a fragm

ent of the event for the case of LV
L2 B

-P
hysics trigger reconstruction.

S
ee text for details.
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nation of abstract physical objects like ‘electrons’, ‘m
uons’, ‘jets’ or ‘m

issing energy’. It is
u

su
ally requ

ested
 that, for exam

p
le, an electron has a m

inim
al energy and

 is isolated from
 a jet.

Translated
 into the E

SS a Signature is sim
ply a com

bination of requ
ired

 Trigger Elem
ents w

ith
labels like ‘e25i’. A

n exam
ple for such a m

enu
 of Signatu

res is given in Table
4-1.

M
any of the Signatu

res d
iscu

ssed in C
hapter

4 require m
ore than one T

E. In this case it is bene-
ficial not to com

plete the valid
ation of the T

Es in turn, as a later one m
ay fail at an early stage of

the valid
ation. T

hu
s the Steering arranges the H

LT
 A

lgorithm
 p

rocessing in steps. A
t each step

a partof the reconstruction chain is carried
 out, starting w

ith the H
LT

 A
lgorithm

 giving the big-
gest rejection. A

t the end
 of each step a d

ecision is taken, w
hether

the event can still possibly
satisfy the T

E
 com

bination requ
ired

 in the Signatu
re. T

his concept of ‘step
 processing’ ensures

an early rejection of events.

9.5.4.1
Im

p
lem

en
tatio

n o
f th

e steerin
g

In Figure
9-16 a class d

iagram
 for the Steering sub-package is given. The S

tep
 C

on
troller inher-

its from
 A

T
H

E
N

A
 A

lgorithm
 and is the interface to the PE

SA
 Steering C

ontroller and
 the PT

C
lient. It provides the necessary m

ethod
s to configure the E

SS at the beginning of a ‘R
U

N
’, to

execu
te the LV

L2 or E
F selection on an event, and

 to end
 a ‘R

U
N

’. 

T
he task of the Trigger C

on
figu

ration
 is to provid

e the Sequence and M
enu

 Tables for the step
p

rocessing. T
his task is carried out d

uring the initialisation phase (before the start of a ‘R
U

N
’),

w
hich is esp

ecially im
portant for LV

L
2.

In LV
L

2 the Step C
ontroller u

ses the LV
L

1 C
on

version
 for each event to convert the LV

L
1 R

e-
sult (i.e. R

aw
 D

ata) into R
oI O

bjects and
 prep

ares the trigger selection by creating the T
E

s need-
ed

 for the Seeding M
echanism

, as w
as show

n in Figure
9-14.a. In the E

F the corresponding
LV

L
2 C

on
version translates the LV

L
2 R

esu
lt to prep

are the EF selection.

T
he trigger p

rocessing of each event is perform
ed by the S

tep
 H

an
d

ler. For each step
 it uses the

S
tep

 S
eq

u
en

cer to execu
te the H

LT
 A

lgorithm
 from

 the corresponding Sequ
ences. T

he Step
H

and
ler execu

tes the S
tep

 D
ecision

 to com
pare the result of the algorithm

ic p
rocessing, given

F
igu

re
9-16  A

 class diagram
 for the S

teering sub-package.

colle
ct 

m
onitorin

g info

S
tep

C
o

n
tro

ller

T
rig

g
erC

o
n

figu
ratio

n

S
tep

H
and
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S
tep

S
eq

u
en

cer

S
tep

D
ecisio
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R
esu

ltB
u

ild
er

execute ste
p 
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L
V

L
2C

o
nversio

n
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L
V

L2 R
esult 

p
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L
V
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 R
esult

execute 
algorithm

s

pro
duce 
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trigg
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L
V

L
1C

o
nversio

n
co
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in term
s of T

E
s, w

ith the Signatures to d
ecid

e w
hether or not to reject the event. T

he Step H
an-

d
ler continues to process su

bsequent step
s until the event is rejected

 or all step
s have been exe-

cu
ted

. The R
esu

lt B
u

ild
er produ

ces the LV
L

2 or E
F R

esu
lts, d

epending on w
hich H

LT
 su

b-
system

 the E
vent Selection Softw

are is running.

T
he Step C

ontroller u
ses the S

teerin
g M

on
itorin

g at the end of the event processing to collect
sum

m
ary inform

ation for m
onitoring purp

oses.

9.5.4.2
T

he Trigg
er C

on
figu

ratio
n

A
t initialisation tim

e the Trigger C
on

figu
ration

 [9-22],[9-23] configures the E
SS to execu

te the
LV

L
2 or E

F selection, d
epending on the subsystem

 the softw
are is running in. T

he A
T

LA
S trig-

ger selection strategy is d
efined

 in term
s of physics S

ign
atu

res as given in Table
4-1. T

he Trigger
C

onfiguration derives the configuration of the selection from
 this list of physics Signatures and

from
 the list of available H

LT
 A

lgorithm
s that are im

p
lem

ented. A
 recursive algorithm

 is used
that com

pu
tes the full E

F and LV
L

2 configuration in a top-dow
n ap

proach starting from
 the fi-

nal Signatu
res. In this w

ay a consistent configuration of both H
LT selection levels is ensured

w
hich logically connects LV

L
2 and E

F. T
he configu

ration schem
e w

ill be extend
ed in the fu

ture
to also cover the LV

L
1 configuration.

Technically the inp
ut to the Trigger C

onfiguration are tw
o X

M
L files that are parsed

 [9-24] into
C

+
+ objects. T

he first X
M

L
 file contains the list of final p

hysics Signatu
res in term

s of T
E

 labels,
as show

n in Table
4-1. T

he second
 X

M
L file contains a list of available Sequ

ences of H
LT

 A
lgo-

rithm
s that can be u

sed
 by the trigger. E

ach Sequence specifies the requ
ired

 inp
ut in term

s of
T

E
s, the H

LT
 A

lgorithm
s to be execu

ted
 for these seed

s and
 the hypothesis in term

s of an ou
t-

pu
t T

E to be validated
.

T
he recu

rsive algorithm
 to calculate the full configuration is illustrated

 in Figure
9-17 

using as

an exam
p

le a 2 electron Signature. The final physics Signature ‘2 x e20i’ requires tw
o constituent

F
ig

u
re

9-17  Illustration of the recursive configuration of the selection for a 2 electron trigger.
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T
E

s ‘e20i’. Such a T
E

 is the output of a Sequence, w
hich is fou

nd
 in the Sequ

ence list. In the ex-
am

ple the inpu
t T

E
 of the m

atching Sequ
ence is ‘e20’ and the Sequence contains an isolation al-

gorithm
. H

ence, in order to satisfy the final Signatu
re ‘2 x e20i’ requ

ires tw
o ‘e20’ T

E
s in

the
p

reviou
s step

 or in other w
ord

s, the d
erived Signature of ‘2 x e20’. T

he recursion is continued
u

ntil the LV
L

1 inp
ut T

E
s are reached

 (correspond
ing to the R

oI O
bjects as show

n in Figure
9-

14.a). In the exam
ple from

 Figure
9-17 this correspond

s to 4 recursion steps.

T
he calculation is d

one for all final Signature in the full trigger m
enu and

 the resu
lting tables are

com
bined for each trigger step. D

ifferent Signatu
res m

ay involve the sam
e A

lgorithm
 or Se-

quence in a given step. H
ence the tables are processed

 to rem
ove dou

ble entries. T
he boundary

betw
een LV

L
2 and

 E
F is defined

 by associating Sequences in the inpu
t list to either of the tw

o
trigger levels. T

his association is the basis for separating the EF and
 LV

L
2 in the ou

tpu
t of the

Trigger C
onfiguration. P

rescaling and
 forced accept rates are allow

ed
 for at the level of the Sig-

natures.

T
he output is given in the form

 of pairs of S
eq

u
en

ce Tab
les and M

en
u

 Tab
les for each trigger

step. T
he class d

iagram
 is show

n in Figu
re

9-18. T
he tables contain the necessary inform

ation in
term

s of T
E

s and H
LT

 A
lgorithm

s for the Steering to control the data d
riven trigger p

rocessing
as discussed

 in the follow
ing su

bsections.

9.5.4.3
T

h
e LV

L
1 co

nversio
n

A
t the start of the LV

L
2 event processing the LV

L
1 R

esult is converted
 into a form

 that is suita-
ble for steering the step processing. The Step C

ontroller calls the LV
L

1 C
onversion to decode the

LV
L1 R

esult fragm
ent (the output of the R

oI Bu
ild

er, see Section
13.2). In the fragm

ent the R
oI

inform
ation is encod

ed
 into 32 bit w

ords as defined
 in [9-21]. T

hese w
ord

s contain bit patterns
id

entifying, for exam
p

le, the electronics channel from
 w

hich the R
oI cam

e and
 the threshold

p
assed

. T
his inform

ation is uniquely related
 to the location of the R

oI in η−φ space and to the

F
igu

re
9-18  A

 class diagram
 for output of the Trigger C

onfiguration, show
ing for each step a pair of a S

equence
Table and a M

enu Table.
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std
::p

air T
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en

u
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ab
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ceT
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T

riR
elD
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S
ig

n
atu

re

-m
_P

resca
le : float 

-m
_F

orced
R

a
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 : flo
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<
<
T

riR
elD

ata>
>

T
rig

g
erE
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en
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-m
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el : string

0..*
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S
equ
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1..*
<
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F
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H
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threshold
 valu

e in G
eV. To obtain the values it is required to use the configuration of the LV

L
1

and
 subd

etector sp
ecific m

apping inform
ation. T

he R
oI O

bjects are then stored
 for further

processing and
 for each R

oI O
bject a TE

 of the corresponding label is created
 to enable the Seed

-
ing M

echanism
 as show

n in Figu
re

9-14a.

9.5.4.4
T

he S
tep

 H
and

ler

A
fter the LV

L
1 C

onversion (or in the E
F the LV

L
2 C

onversion) the Step
 C

ontroller executes the
Step

 H
and

ler. In Figure
9-19 a sequence d

iagram
 is show

n for the step by step p
rocessing of an

event by the Step H
and

ler. Each step is configured
 by a p

air of a Sequ
ence Table and

 a M
enu Ta-

ble, as provid
ed

 from
 the Trigger C

onfigu
ration.

T
he Step H

and
ler first executes the Step

 Sequ
encer, w

hich controls the reconstruction part of
each step. The Step

 Sequencer accesses the list of active inp
ut T

Es from
 the p

revious step or the
LV

L
1 C

onversion for the first step
. T

he list is com
pared

 to the required
 input T

E
s of each Se-

quence in the Sequ
ence Table. For all m

atching com
bination of T

E
s the Step

 C
ontroller execu

tes
the H

LT A
lgorithm

s in the corresp
ond

ing Sequence. To im
plem

ent the Seed
ing M

echanism
 d

is-
cu

ssed
 in Section

9.5.3.1 it is necessary to created the ou
tpu

t T
E and

 the ‘seed
ed

 by’ relation to
the input T

E
 and then pass the outp

ut T
E as a seed

 to the H
LT

 A
lgorithm

, as show
n in Figu

re
9-

19. T
he H

LT
 A

lgorithm
 has to valid

ate the hypothesis of ju
st this ou

tpu
t T

E
. In the schem

e cu
r-

rently im
p

lem
ented the H

LT A
lgorithm

 signals a valid
ated

 hyp
othesis by ‘activating’ the ou

t-
pu

t T
E. It is im

portant to note that for a given event the sam
e algorithm

 Sequences can be
executed m

ultiple tim
es, bu

t on different seed
s, d

epending on the num
ber of m

atching inpu
t T

E
com

binations.

F
ig

u
re

9-19  A
 sequence diagram

 for the S
tep H

andler processing an event. F
or each step the S

tep S
equencer

and the S
tep D

ecision are executed. N
o interaction w

ith the store, etc., are show
n. S

ee text for details.

S
tep

H
an

d
ler

e
xec 

(S
eq

ue
nce

 
T
a
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p

ut: 
TE

<
<
cre

ate
>
>

S
tep

 
D
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t d
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E
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a
ble)

satisfied
: 

S
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n
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ver S
e
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tp
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E

)

ge
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E
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<
<
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>

se
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de
d b

y in
pu

t T
E



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

9
  H

igh-level trigger
153

A
t the end

 of each step the Step
 D

ecision is run to d
ecid

e, based
 on the resu

lt of the Step Se-
quencer, w

hether the event is still accepted
. T

he Step D
ecision com

p
ares the list of active ou

tpu
t

T
E

s to the required
 T

E
 com

binations for the Signatures in the M
enu Table of the step

. For each
m

atching T
E

 com
bination the Step

 D
ecision creates a satisfied

 Signatu
re object that ‘u

ses’ these
T

E
s. In the next step

 only those T
E

s that w
ere used to satisfy a least one Signatu

re are u
sed

 for
further processing, all others are d

iscard
ed

 from
 the event by d

eactivating them
. A

n event is ac-
cepted

 for the step if at least one Signatu
re w

as satisfied
. T

he Step H
andler continu

es p
rocessing

the next step
 either until the event is rejected

 by the Step D
ecision or until all steps are d

one, in
w

hich case the event is finally selected.

9.5.4.5
T

h
e R

esu
lt B

uild
er an

d
 th

e LV
L

2 C
o

n
version

A
t the end

 of the LV
L2 processing of an event, if the event w

as selected
, the R

esult Bu
ild

er pro-
vides the inform

ation to seed
 the EF selection. In the cu

rrent im
p

lem
entation this includ

es infor-
m

ation abou
t all satisfied

 Signatu
res, the associated

 T
E

s and
 LV

L1 R
oIs. T

hese are converted
into a R

O
B

 fragm
ent to be transferred

 via the p
R

O
S to the E

vent B
uild

er. T
he structure is kep

t
m

od
ular to accom

m
odate a variable num

ber of accep
ted item

s and
 to allow

 changes.

A
t the beginning of the EF p

rocessing the Step C
ontroller executes the LV

L
2 C

onversion that re-
trieves the LV

L
2 R

esu
lt. It extracts the T

E and
 R

oI w
ords to recreate the objects, includ

ing the
navigational links am

ong them
. T

hereby it recreates a stru
ctu

re sim
ilar to that show

n in
Figure

9-14.a as ou
tpu

t of the LV
L

1 C
onversion at the beginning of LV

L2. T
he d

ifferences are
that the TE

s are the active T
E

s of the final LV
L2 step and the list of LV

L1 R
oIs is red

uced to the
ones ‘u

sed
’ in the final d

ecision. A
fter the LV

L
2 C

onversion the E
F selection is controlled (and

seeded
) by the Step H

and
ler in the sam

e w
ay as for LV

L
2, but using m

ore sophisticated
 H

LT
 A

l-
gorithm

s.

9.5.4.6
T

h
e S

teering
 M

o
n

ito
rin

g

... C
R

IST
O

B
A

L W
ILL W

R
IT

E
 SO

M
E

T
H

IN
G

 O
N

 T
H

E
 M

O
N

IT
O

R
IN

G
 H

E
R

E

T
he m

onitoring has several aspects, the debug outp
ut of the H

LT
 A

lgorithm
s, the tim

ing, the
rate m

onitoring, etc. M
onitoring Services are u

sed
 by the Event Selection Softw

are to publish
the inform

ation. T
he Steering M

onitoring ru
ns at the end

 of the event and analyses the event in
m

em
ory.

9.5.5
T

he D
ata M

an
ag

er sub
-package

T
he D

ata M
anager su

b-package provid
es the infrastructure to receive, store and

 later access
d

ata w
hile processing the event. T

he transient data store, w
hich is u

sed
 to im

plem
ent the Event

D
ata M

od
el, is thus the central part of this sub-package. T

he D
ata M

anager also p
rovides the

m
eans for the E

vent Selection Softw
are to im

plem
ent the Seed

ing M
echanism

 and to access
R

aw
 D

ata in restricted geom
etrical R

egions (‘retrieve by R
egion’). T

he D
ata M

anager is the p
art

of the E
SS that is interfaced

 to the R
O

B
 D

ata P
rovider, as w

as show
n in Figu

re
9-7 and Figure

9-
12 for the L

2PU
 and for the E

F P
rocessing Task, respectively.
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9.5.5.1
Im

p
lem

en
tation

S
toregate [9-20] is the part of the A

TH
EN

A
 infrastructure w

hich provid
es the transient d

ata
store. It w

as originally designed
 to handle d

ata for the offline reconstruction and
 analysis. Store-

gate p
rovides services for the client application, such as the functionality of a container w

ith in-
frastru

cture for d
ata storage, different patterns of d

ata access and m
em

ory m
anagem

ent. It is
also the p

art of A
T

H
E

N
A

 that sup
ports persistency and im

p
lem

ents the interface to the d
iffer-

ent IO
 services. U

sing the Storegate interface for the im
plem

entation of the D
ata M

anger facili-
tates the u

se of offline softw
are in the trigger. Initial tim

ing m
easu

rem
ents [9-8] have show

n that
the perform

ance of Storegate’s core services satisfies the E
F and also the LV

L
2 requ

irem
ents.

T
hu

s S
toregate [9-20] has been chosen to im

plem
ent the D

ata M
anager in the ESS. T

his choice
allow

s for com
m

on interfaces for the H
LT

 A
lgorithm

 to access the data w
hen running online in

the trigger or offline for develop
m

ent pu
rposes, as w

ill be d
iscussed

 in the follow
ing.

Figu
re

9-20 show
s the m

ain com
p

onents of the D
ata M

anager. 

•
Storegate, as the transient data store, hold

s the event data d
uring the processing.

•
A

 R
egion

 S
elector that provides an efficient look up of the H

ash Id
entifiers of all C

ollec-
tions of d

ata that fall w
ithin a given geom

etrical R
egion of a sub-d

etector. A
 R

egion is
typically defined

 in term
s of η

and
φ by the R

oI O
bjects p

rovid
ed by the LV

L1 system
.

•
A

 D
etector C

on
tain

er w
ith R

D
O

 or R
IO

 C
ollections for each su

b-d
etector. T

he granulari-
ty of the C

ollections are optim
ized

 for the H
LT

 A
lgorithm

 processing. For exam
ple, a C

ol-
lection for the Pixel D

etector contains the R
D

O
s or R

IO
s (C

lusters) in a ‘D
etector

E
lem

ent’, in this case a m
odu

le. For the L
A

r a C
ollection contains all cells in a sam

p
ling of

a trigger tow
er. A

n H
LT

 A
lgorithm

 retrieves each required C
ollection from

 the D
etector

C
ontainer using a H

ash Id
entifier.

•
T

he B
yte S

tream
 C

on
version

 S
ervice that p

rovides the m
eans to access the R

O
B

 data, to
convert it and

 to provid
e the C

ollections of d
ata. The B

yte Stream
 C

onversion Service is

F
ig

u
re

9-20  T
he class diagram

 for the D
ata M

anager sub-package. S
ee text for details.

S
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R
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R
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R
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R
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C
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R
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C
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A
r 

R
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C
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R
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C

n
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C
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K
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based
 on the norm

al Storegate persistency m
echanism

 [9-20], w
hich is d

esigned
 to re-

trieve collections of objects from
 a persistent d

ata source, i.e. a file or d
atabase. In the trig-

ger context, how
ever, this source is rep

laced
 by the R

O
B

 D
ata P

rovid
er to access the R

O
B

Fragm
ents containing the d

etector inform
ation in serialised

 form
at. In LV

L2 the R
O

B
Fragm

ents have to be requested across the netw
ork and

 in the EF they are retrieved
 from

the com
plete byte-stream

 event in m
em

ory.

•
T

he C
on

verter uses D
ata P

reparation algorithm
s (as d

iscussed
 in C

hapter
9.5.3) to con-

vert the R
aw

 D
ata of the R

O
B

 fragm
ent into objects to be analysed

 by the H
LT A

lgo-
rithm

s. T
he C

onverters are specific to the d
etector and

 the type of data (R
D

O
s for E

F or
R

IO
s for LV

L
2) requ

ested
 by the H

LT
 A

lgorithm
.

•
T

he K
ey to K

ey S
tore is a trigger specific im

plem
entation of the object relations that are

u
sed

 for the Seed
ing M

echanism
 (C

hap
ter

9.5.3.1). It su
pports the ‘seed

ed
 by’ and

 ‘u
ses’

relations of Trigger Elem
ents, R

oI O
bjects and

 other E
D

M
 inform

ation in a generic C
++

w
ay that is also com

patible w
ith Storegate.

9.5.5.2
T

h
e R

aw
 D

ata A
ccess usin

g th
e L

on
do

n
 S

chem
e

T
he H

LT R
aw

 D
ata access follow

s the so-called
 ‘London Schem

e’, w
hich u

ses the com
ponents

d
escribed

 above. A
 sequ

ence d
iagram

 of the L
ond

on Schem
e is show

n in Figure
9-21. T

he H
LT

A
lgorithm

 d
efines the geom

etrical R
egion from

 w
hich it needs d

ata. Typ
ically the H

LT
 A

lgo-
rithm

 u
ses the p

osition of the LV
L

1 R
oI and

 d
efines a R

egion in term
s of δη and δφ around it.

T
he geom

etrical R
egion is a general concept and

 is not confined
 to the original R

oI inform
ation

F
igu

re
9-21  A

 sequence diagram
 show

ing the so-called ‘London S
chem

e’ for the data access. S
ee text for

details.

H
L

T
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rith
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o
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C
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R
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S
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etK
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R
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List<
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B
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C
o

n
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O
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D
ata 

P
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C
o

n
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(C
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O
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F
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C
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ataO
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C
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ataO
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O

B
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)
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from
 LV

L
1, for exam

ple, d
uring the H

LT
 A

lgorithm
 p

rocessing as m
ore refined

 inform
ation be-

com
es available it m

ay be p
ossible to u

se a m
ore refined

 volu
m

e (e.g. allow
ing for track curva-

tu
re) thereby red

u
cing the am

ou
nt of d

ata to be analysed
. T

he R
egion Selector [9-25] translates

this abstract R
egion into a list of H

ash Identifiers to be u
sed

 by the H
LT

 A
lgorithm

 to access the
C

ollections of R
D

O
 or R

IO
 data. For efficiency the R

egion Selector also p
rovid

es the list of R
O

B
Fragm

ents to be p
reloaded

 from
 the R

O
S via the R

O
B D

ata P
rovider. The R

O
B D

ata P
rovider

caches the returned
 R

O
B

 fragm
ents for later d

ecod
ing.

H
aving received the list of H

ash Id
entifiers from

 the R
egion Selector, the H

LT
 A

lgorithm
 re-

trieves the D
etector C

ontainer for the typ
e of d

ata it requires (for d
etails see [9-26]). In the cu

r-
rent prototype the E

F requ
ests R

D
O

 d
ata and

 u
ses the full offline D

ata P
rep

aration algorithm
s

to obtain the R
IO

 inform
ation. The LV

L
2 d

irectly requ
ests the R

IO
 d

ata in order to avoid
 the

overhead
 of R

D
O

 creation. D
uring the reconstruction p

rocess the H
LT A

lgorithm
 loops over the

list requesting the individu
al C

ollections from
 the D

etector C
ontainer. T

he D
etector C

ontainer
translates the H

ash Identifier into an A
d

d
ress of the C

ollection in Storegate. In the norm
al case

the C
ollection is not available and

 hence Storegate requ
ests via its p

ersistency m
echanism

 the
B

yte Stream
 C

onversion Service to provid
e the C

ollection. T
he Service retrieves the correspond

-
ing R

O
B

 fragm
ent from

 the R
O

B
 D

ata P
rovid

er and uses either the R
D

O
 or R

IO
 C

onverter to
convert the d

ata. T
he C

ollection is then stored in Storegate for possible subsequ
ent requests and

returned
 to the H

LT A
lgorithm

. In practice a R
O

B
 fragm

ent contains the d
ata for m

ore than one
C

ollection. It is a m
atter of optim

ization either to d
ecod

e only the requ
ested p

art or to fu
lly p

re-
pare the d

ata of all collections in the first requ
est.

It shou
ld

 be noted
 that in this schem

e the R
egion Selector hides from

 the H
LT

 algorithm
s the

d
etails of the d

etector geom
etry and

 of the H
ash Identifiers. T

he Storegate p
ersistency m

echa-
nism

 hid
es the details of the online R

aw
 D

ata. T
hu

s the schem
e provid

es the m
eans to u

se of-
fline cod

e in the trigger and
 to use and

 d
evelop d

ed
icated

 LV
L

2 algorithm
s in the offline

environm
ent.
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10
O

nline S
o

ftw
are

10.1
In

tro
du

ctio
n

T
he O

nline Softw
are encom

p
asses the softw

are to configure, control, and
 m

onitor the T
D

A
Q

system
 but exclu

des the m
anagem

ent, processing, and
 transportation of physics d

ata. It is a cu
s-

tom
izeble fram

ew
ork w

hich provides essentially the ‘glu
e’ that holds the various sub-system

s
together. It does not contain any elem

ents that are d
etector specific as it is u

sed
 by all the vari-

ou
s configurations of the T

D
A

Q
 and

 d
etector instrum

entation. It co-op
erates w

ith the other
sub-system

s and interfaces to the D
etector R

ead
out C

rates, the D
etector C

ontrol System
, the

LV
L1 Trigger, the D

ataFlow
, the H

igh L
evel Trigger processor farm

s, the O
ffline Softw

are, and
to the hum

an u
ser as illu

strated
 in Figure

10-1. It also provid
es the interface betw

een the hum
an

u
ser and the T

D
A

Q
 system

.

A
n im

portant task of the O
nline Softw

are is to provide services to m
arshal the T

D
A

Q
 through

its start-u
p and

 shutdow
n proced

ures so that they are perform
ed in an ord

erly m
anner. It is re-

sponsible for the synchronization of the states of a ru
n in the entire T

D
A

Q
 system

 and
 for p

roc-
ess sup

ervision. T
hese p

roced
u

res are d
esigned to take a m

inim
um

 am
ount of tim

e to execu
te in

order to red
uce the overhead

, since this affects the total am
ount of d

ata that can be taken d
uring

a data-taking period. V
erification and

 diagnostic facilities help w
ith early and

 efficient problem
find

ing. C
onfiguration d

atabase services are provid
ed

 for hold
ing the large num

ber of p
aram

e-
ters w

hich describe the system
 top

ology, hardw
are com

ponents, softw
are com

ponents, and
 ru

n-
ning m

od
es. D

uring d
ata taking, access is provid

ed to m
onitoring inform

ation like statistics
d

ata, sam
pled

 data fragm
ents to be analysed

 by m
onitoring tasks, histogram

s p
rod

uced
 in the

T
D

A
Q

 system
, and also to the errors and

 diagnostic m
essages sent by d

ifferent applications.
U

ser interfaces d
isplay the statu

s and
 perform

ance of the T
D

A
Q

 system
 and

 allow
 the u

ser to
configure and control the op

eration. T
hese interfaces provid

e com
prehensive view

s of the vari-
ou

s sub-system
s for d

ifferent types of users and
 operations.

F
igu

re
10-1  C

ontext diagram
 of the O

nline S
oftw

are

T
D

A
Q

 O
perator

D
etector

O
ffline

 S
o

ftw
are
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D
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r C
o

ntrol S
ystem

D
ataF

lo
w
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rig
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H
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ge
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A
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L
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T
he O

nline Softw
are distingu

ishes variou
s types of u

ser. T
he T

D
A

Q
 O

perator ru
ns the T

D
A

Q
System

 in the control room
 d

uring a d
ata-taking period

; the T
D

A
Q

 E
xpert has system

-internal
know

led
ge and

 can perform
 m

ajor changes to the configuration; the Sub-system
 E

xpert or D
etec-

tor E
xpert is responsible for the op

eration of a particular sub-system
 or d

etector; and
 T

D
A

Q
 and

detector softw
are applications use services provid

ed
 by the O

nline Softw
are via app

lication inter-
faces. T

hese typ
es of u

sers are d
efined in d

etail in A
ppendix

B. The u
ser requirem

ents to the
O

nline Softw
are are collected and d

escribed
 in the corresponding d

ocum
ent [10-1].

10.2
Th

e arch
itectural m

od
el

T
he O

nline Softw
are architectu

re is based
 on a com

ponent m
od

el and
 consists of three high-lev-

el com
ponents, called

 packages. D
etails of the architectu

re and
 a com

p
rehensive set of use cases

are d
escribed

 in [10-2]. E
ach of the packages is associated

 w
ith a group of functions of the O

n-
line Softw

are. For each package, a set of services w
hich it has to provid

e is d
efined. T

he services
are clearly separated

 one from
 another and

 have w
ell d

efined
 bound

aries. For each service a
low

-level com
ponent, called a sub-package, is identified

.

E
ach p

ackage is responsible for a clearly d
efined

 functional asp
ect of the w

hole system
.

1.
C

ontrol —
 contains sub-packages for the control of the TD

A
Q

 system
 and d

etectors. C
on-

trol su
b-p

ackages exist to su
pport T

D
A

Q
 system

 initialization and
 shu

td
ow

n, to provid
e

control com
m

and
 distribu

tion, synchronization, error hand
ling, and

 system
 verification.

2.
D

atabases —
 contains sub-packages for configuration of the TD

A
Q

 system
 and

 d
etectors.

C
onfigu

ration sub-packages exist to supp
ort system

 configu
ration d

escription and
 access

to it, record
 operational inform

ation d
uring a run and

 access to this inform
ation. T

here
are also bou

nd
ary classes to provid

e read
/w

rite access to the cond
itions storage.

3.
Inform

ation Sharing —
 contains classes to supp

ort inform
ation sharing in the T

D
A

Q
 sys-

tem
. Inform

ation Sharing classes exist to rep
ort error m

essages, to pu
blish states and

 sta-
tistics, to distribute histogram

s built by the sub-system
s of the T

D
A

Q
 system

 and
d

etectors, and to d
istribute events sam

pled from
 different p

arts of the experim
ent’s d

ata
flow

 chain.

T
he interaction betw

een the O
nline Softw

are packages is show
n in Figure

10-2. T
he C

ontrol
m

akes u
se of the Inform

ation Sharing and
 of the D

atabases packages. T
he D

atabases p
ackage is

used
 to d

escribe the system
 to be controlled. This includ

es in p
articular the configuration of

T
D

A
Q

 Partitions, TD
A

Q
 Segm

ents, and
 T

D
A

Q
 R

esources. T
he Inform

ation Sharing package
provid

es the infrastructure to obtain and
 publish inform

ation on the statu
s of the controlled

 sys-
tem

, to report and receive error m
essages, and

 to p
ublish results for interaction w

ith the opera-
tor.

T
he follow

ing sections describe these packages in m
ore d

etail.

10.3
Inform

ation
 sh

arin
g

T
here are several areas w

here inform
ation sharing is necessary in the T

D
A

Q
 system

: synchroni-
zation betw

een p
rocesses, error rep

orting, op
erational m

onitoring, p
hysics event m

onitoring,
etc. T

he O
nline Softw

are provid
es a num

ber of services w
hich can be u

sed
 to share inform

ation
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betw
een T

D
A

Q
 softw

are ap
plications. T

his section w
ill describe the architecture and

 p
rototype

im
plem

entation of these services.

10.3.1
F

un
ction

ality of the Inform
ation

 S
haring

 S
ervices

A
ny TD

A
Q

 softw
are application m

ay p
rod

uce inform
ation w

hich is of interest for other T
D

A
Q

app
lications. In this section the ap

plication that p
rod

uces inform
ation is called

 the Inform
ation

P
rovider, the application that read

s inform
ation d

ata is called Inform
ation C

onsum
er, w

hich in-
d

icates that it is a user of the inform
ation. A

ny TD
A

Q
 softw

are ap
plication m

ay be an Inform
a-

tion Provid
er and

 an Inform
ation C

onsu
m

er at the sam
e tim

e. The m
ain responsibility of the

Inform
ation Sharing services is:

•
transportation of the inform

ation from
 the Inform

ation P
roviders to the Inform

ation C
on-

sum
ers

•
d

elivery of inform
ation requests (com

m
ands) from

 the Inform
ation C

onsum
ers to the In-

form
ation Provid

ers.

Figure
10-3 show

s the m
ain interactions w

hich provid
ers and

 consu
m

ers m
ay have w

ith the In-
form

ation Sharing services.

10.3.1.1
Typ

es o
f sh

ared info
rm

ation

T
here are m

any types of inform
ation w

hich can be shared
 betw

een applications in the T
D

A
Q

system
. T

hese types are significantly d
ifferent in term

s of the d
ata size, u

pd
ate frequency, type

F
igu

re
10-2  Internal interaction betw

een the O
nline S

oftw
are packages

F
igu

re
10-3  Inform

ation S
haring in the T

D
A

Q
 system

D
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of access, num
ber of provid

ers and consu
m

ers, etc. In ord
er to op

tim
ize the perform

ance of the
inform

ation sharing in a large and
 highly distribu

ted
 TD

A
Q

 system
 a separate service for each

m
ajor class of the shared

 inform
ation is provid

ed. Table
10-1 show

s the m
ain inform

ation types
along w

ith their m
ost im

p
ortant characteristics.

10.3.2
P

erform
an

ce and
 scalability requ

irem
en

ts on
 In

form
atio

n S
harin

g

T
he p

erform
ance and

 scalability requirem
ents vary accord

ing to the typ
e of the inform

ation.
Table

10-2 show
s the sum

m
ary of these requirem

ents for the m
ain types of shared

 inform
ation. 

T
he final A

T
L

A
S TD

A
Q

 system
 w

ill contain O
(10

3) processes. E
ach of them

 can p
rod

uce error
m

essages and status inform
ation. T

he Inform
ation C

onsum
ers for the error m

essages are the
applications w

hich log errors, analyse them
, present them

 to the op
erator, or try to d

o a recov-
ery. The consu

m
ers of the status inform

ation are the applications that m
onitor the statu

s of a
particular com

p
onent of the T

D
A

Q
 system

 or d
etector, present this inform

ation to the operator,
and

 p
ossibly perform

 corrective actions w
hen sp

otting problem
s. T

herefore the Inform
ation

Sharing services dealing w
ith the errors and

 u
ser-d

efined inform
ation have to be able to serve

O
(10

3) Inform
ation P

rod
ucers and

 O
(10) Inform

ation C
onsu

m
ers sim

ultaneou
sly.

Physics events (or event fragm
ents) can be sam

pled from
 several hundred places in the d

ata
flow

 chain. Events can be sam
pled at R

O
D

 crate level, at the R
O

S level, and
 at the SFI level. In

the w
orst case, if events are m

onitored
 at all the p

ossible points sim
ultaneou

sly, there w
ill be ap-

proxim
ately the sam

e num
ber of Inform

ation C
onsum

ers for this inform
ation type.

Tab
le

10-1  Types of shared inform
ation

In
fo

rm
atio

n
 typ

e
In

fo
rm

atio
n stru

ctu
re

P
ro

vid
ers p

ro
d

u
ce 

th
is d

ata...
C

o
n

su
m

ers access 
th

is d
ata...

P
hysics events (or 

event fragm
ents)

vector of 4-byte integers
on requ

est
on requ

est

E
rror m

essages
error id

 +
 d

escrip
tion +

 
op

tional qu
alifying 

attribu
tes

w
hen errors occu

r
via su

bscrip
tion

H
istogram

s
several w

id
ely u

sed
 histo-

gram
 form

ats (e.g. R
O

O
T

 
histogram

s)

alw
ays

on requ
est and

 via sub-
scrip

tion

Status inform
ation

u
ser-d

efined
alw

ays
on requ

est and
 via sub-

scrip
tion

Tab
le

10-2  P
erform

ance and scalability requirem
ents for Inform

ation S
haring

In
form

atio
n

 typ
e

In
fo

rm
ation

 
size (kb

yte)
U

pd
ate freq

u
ency 

(H
z)

N
u

m
b

er o
f 

pro
vid

ers
N

u
m

b
er o

f 
con

su
m

ers

P
hysics events (or 

event fragm
ents)

1.5–2.2×
10

3 
O

(1)–O
(10

3)
O

(10
2)

O
(10

2)

E
rror m

essages
O

(1)
O

(10)
O

(10
3)

O
(10)

H
istogram

s
O

(10)
O

(1)
O

(10
2)

O
(10)

Statu
s inform

ation
O

(1)
O

(1)
O

(10
3)

O
(10)
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T
he possible sou

rces of histogram
s are R

O
D

 controllers, R
O

Ss, SFIs, LV
L

2 su
b-farm

s, and
 E

F
sub-farm

s. For each of these system
s there are several applications w

hich receive histogram
s in

order to present them
 to the operator, analyse, or store them

. T
herefore the Inform

ation Sharing
service dealing w

ith histogram
s, m

u
st be able to hand

le several hu
nd

red
 Inform

ation P
rovid

ers
and several tens of Inform

ation C
onsu

m
ers sim

ultaneously.

10.3.3
A

rch
itecture o

f In
fo

rm
atio

n S
h

arin
g services

T
he O

nline Softw
are provid

es four services to hand
le d

ifferent types of shared
 inform

ation.
E

ach service offers the m
ost appropriate and

 efficient fu
nctionality for a given inform

ation type
and p

rovides specific interfaces for both Inform
ation Provid

ers and
 C

onsum
ers. Figure

10-4
show

s the existing services.

T
he Inter P

rocess C
om

m
unication (IPC

) is a basic com
m

unication service w
hich is com

m
on to

all the other O
nline Softw

are services. It d
efines the high-level A

PI for the d
istributed

 object im
-

p
lem

entation and
 for rem

ote object location. A
ny d

istribu
ted

 object in the O
nline Softw

are serv-
ices has com

m
on basic m

ethod
s w

hich are im
plem

ented
 in the IPC

. In add
ition the IP

C
im

plem
ents partitioning, allow

ing several instances of the O
nline Softw

are services to ru
n in

d
ifferent T

D
A

Q
 P

artitions concurrently and
 fully ind

ependently.

10.3.3.1
In

fo
rm

atio
n

 S
ervice

T
he Inform

ation Service (IS) allow
s softw

are app
lications to exchange user-d

efined
 inform

a-
tion. Figure

10-5 show
s interfaces provided

 by the IS.

A
ny Inform

ation P
rovider can m

ake his ow
n inform

ation pu
blicly available via the P

ublish in-
terface and notify the IS about changes of the published

 inform
ation via the U

pd
ate interface.

H
ere there are tw

o possibilities: the Inform
ation P

rovider d
oes not im

plem
ent the InfoProvid

er
interface, in w

hich case it has to inform
 the IS about all the changes of the published

 inform
a-

tion; the Inform
ation P

rovider d
oes im

plem
ent the InfoP

rovid
er interface, in w

hich case it noti-
fies the IS about inform

ation changes only w
hen it is explicitly requested

 by the IS via the
C

om
m

and interface. Som
e other com

m
and

s m
ight be also possible, e.g. setting tim

e interval for
the inform

ation upd
ates.

T
here are also tw

o types of Inform
ation C

onsum
er. O

ne can access the inform
ation on request

via the G
et Info interface, in w

hich case it d
oes not need

 to im
plem

ent the InfoC
onsum

er inter-
face. T

he second type of Inform
ation C

onsum
er im

p
lem

ents the InfoC
onsum

er interface, and
 is

inform
ed

 abou
t changes of the inform

ation for w
hich it su

bscribed
, via the Su

bscribe interface.

F
igu

re
10-4  Inform

ation S
haring services
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10.3.3.2
E

rro
r R

ep
o

rting
 S

ervice

T
he Error R

eporting Service (E
R

S) p
rovid

es transportation of the error m
essages from

 the soft-
w

are ap
plications w

hich d
etect these errors to the applications w

hich are responsible for their
hand

ling. Figure
10-6 show

s interfaces provid
ed by the E

rror R
eporting Service.

A
n Inform

ation Provid
er can send an error m

essage to the ER
S via the Send E

rror interface. T
his

interface can be used
 by any app

lication w
hich w

ants to report an error. In ord
er to receive error

m
essages an Inform

ation C
onsum

er has to im
plem

ent the E
rrorR

eceiver interface and
 provid

e
the criteria that define the kind of m

essages it w
ants to receive. T

hese criteria have to be passed
to the ER

S via the Su
bscribe interface.

10.3.3.3
O

n
lin

e H
isto

gram
m

in
g S

ervice

T
he O

nline H
istogram

m
ing Service (O

H
S) allow

s ap
plications to exchange histogram

s. T
he

O
H

S is very sim
ilar to the Inform

ation Service. T
he d

ifference is that the inform
ation w

hich is
transp

orted
 from

 the Inform
ation Provid

ers to the Inform
ation R

eceivers has a p
re-d

efined
 for-

m
at. Figure

10-7 show
s interfaces provid

ed by the O
nline H

istogram
m

ing Service.

F
ig

u
re

10-5  Inform
ation S

ervice interfaces
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T
he O

H
S su

b-p
ackage also provid

es a hu
m

an user interface in the form
 of an ap

plication. T
his

app
lication is called H

istogram
 D

isp
lay and can be used

 by the TD
A

Q
 op

erator to d
isp

lay avail-
able histogram

s.

10.3.3.4
E

ven
t M

o
n

ito
rin

g S
ervice

T
he E

vent M
onitoring Service (E

M
S) is responsible for the transp

ortation of physics events or
event fragm

ents sam
p

led
 from

 w
ell-d

efined points in the d
ata flow

 chain and
 d

elivered to anal-
ysis app

lications. T
hese w

ill exam
ine and analyse the data in ord

er to m
onitor the state of the

d
ata acqu

isition and the qu
ality of the physics d

ata in the exp
erim

ent. Figure
10-8 show

s the
m

ain interfaces provid
ed by the E

vent M
onitoring Service.

T
he app

lication, w
hich is able to sam

ple events from
 a certain p

oint of the d
ata flow

, has to im
-

p
lem

ent the E
vent Sam

p
ler interface. W

hen the Inform
ation C

onsu
m

er requ
ests sam

p
les of

events from
 that point, the E

M
S system

 requ
ests the Inform

ation Provid
er, via the Start Sam

-
p

ling interface, to start a sam
pling process. T

he Inform
ation P

rovider sam
p

les events and
 pro-

vides them
 to the E

M
S via the A

dd
 E

vent interface. W
hen there are no m

ore Inform
ation

F
igu

re
10-7  O

nline H
istogram

m
ing S

ervice interfaces
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C
onsum

ers interested
 in event sam

p
les from

 that point of the data flow
 chain, the E

M
S requests

the Inform
ation P

rovider via the Stop
 Sam

pling interface to stop the sam
pling process.

T
here are also tw

o types of interface for the Inform
ation C

onsum
er. O

ne is a sim
ple G

et Event
interface w

hich allow
s a consum

er to requ
est event sam

ples one by one accord
ing to need

. T
his

interface w
ill be used

, for exam
p

le, by the Event D
u

m
p

 ap
plication that im

plem
ents a hu

m
an

user interface to the EM
S system

. A
 second

 interface is based on the subscrip
tion m

odel. T
he In-

form
ation C

onsum
er can requ

est the E
M

S system
 to su

pply the sam
ples of events as soon as

they are sam
pled

 by the Inform
ation Provid

er. T
his interface is m

ore su
itable for the m

onitoring
tasks w

hich need
 to m

onitor events for a long period
 of tim

e in ord
er to accum

ulate the neces-
sary statistics.

10.3.3.5
R

elation
 betw

een
 In

form
atio

n S
harin

g services

A
ll the Inform

ation Sharing services d
escribed

 above have essential differences because they
have to d

eal w
ith d

ifferent types of shared
 inform

ation. O
n the other hand

, sim
ilarities can be

identified
 since they use com

m
on com

m
u

nication p
atterns, for exam

ple the su
bscribe/notify

m
echanism

. The generic patterns are reu
sed

 by d
ifferent services w

henever it is p
ossible w

ith-
out loss of efficiency. For exam

p
le, in the cu

rrent im
plem

entation the H
istogram

m
ing Service is

im
p

lem
ented on top of the m

ore general Inform
ation Service. T

he H
istogram

m
ing Service d

e-
fines its ow

n specific interfaces bu
t reuses all the com

m
u

nication m
echanism

s provid
ed by the

IS.

10.3.4
P

rototype evalu
atio

n

Prototype im
plem

entations exist for all the Inform
ation Sharing services. T

hese p
rototypes aim

to verify the suitability of the chosen d
esign and the choice of im

p
lem

entation technology for
the final T

D
A

Q
 system

, and
 for use at the A

T
L

A
S test beam

 operations. T
his section contains a

d
escription of the services im

plem
entation together w

ith their perform
ance and

 scalability test
results.

10.3.4.1
D

escriptio
n o

f th
e cu

rren
t im

p
lem

entatio
n

E
ach service is im

plem
ented

 as a separate softw
are p

ackage w
ith both C

+
+ and

 Java interfaces.
It is possible to have several instances of each service running concurrently and fully ind

epend
-

ently in d
ifferent TD

A
Q

 partitions.

T
he Inform

ation Sharing services im
plem

entation is based on the C
om

m
on O

bject R
equest B

ro-
ker A

rchitecture (C
O

R
B

A
) [10-4] d

efined by the O
bject M

anagem
ent G

rou
p (O

M
G

). C
O

R
B

A
 is

a vend
or-ind

epend
ent ind

ustry standard for an architectu
re and

 infrastructure that com
p

uter
applications use to w

ork together over netw
orks. The m

ost im
portant featu

res of C
O

R
B

A
 are

object-oriented
 com

m
unication, inter-op

erability betw
een different program

m
ing languages

and
 d

ifferent operating system
s, and

 object location transparency. 

C
urrently the open source im

plem
entation of C

O
R

B
A

 provid
ed

 by the X
erox com

p
any is used

.
It is called

 Inter L
anguage U

nification (ILU
) [10-3]. Several other C

O
R

B
A

 im
p

lem
entations are

cu
rrently being evalu

ated. T
hese are TA

O
 [10-5], M

IC
O

 [10-6], om
niO

R
B

 [10-7], and
 O

R
Bacus

[10-8]. T
hey provid

e interesting featu
res w

hich are m
issing in ILU

. IL
U

 can be rep
laced

 by an-
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other C
O

R
BA

 im
plem

entation w
ithout affecting the architecture and d

esign of the Inform
ation

Sharing services.

10.3.4.2
P

erfo
rm

ance an
d scalab

ility o
f curren

t im
plem

en
tation

A
m

ong the Inform
ation Sharing services, the m

ost extensive tests have been perform
ed for the

Inform
ation Service, w

hich p
rovides the m

ost general facility for inform
ation sharing. T

he other
services are im

p
lem

ented on the sam
e technology and

 w
ill offer the sam

e level of p
erform

ance
and scalability as the IS.

T
he test bed for the IS tests consisted

 of 216 du
al-pentium

 P
C

s w
ith processor frequ

encies from
600 to 1000

M
H

z
[10-9]. T

he IS server w
as set up

 on one d
ed

icated
 m

achine. From
 one to five In-

form
ation Provid

ers w
ere ru

nning on the other 200 m
achines. E

ach Inform
ation Provid

er p
ub-

lished one inform
ation object at the start and then up

dated
 it once p

er second
. T

he rem
aining 15

m
achines w

ere used to run 1, 5, 10 or 15 Inform
ation C

onsum
ers w

hich subscribe for all the in-
form

ation in the IS. W
henever an Inform

ation P
rovid

er changed the inform
ation, this new

 in-
form

ation w
as transported to all the Inform

ation C
onsum

ers.

Figure
10-9 show

s the average tim
e for transporting inform

ation from
 one Inform

ation Provid
er

to all the su
bscribed

 Inform
ation C

onsu
m

ers as a fu
nction of the num

ber of Inform
ation P

rovid-
ers, w

hich w
ere w

orking concurrently.

T
he results of the tests show

 that a single IS server is able to hand
le one thousand

 Inform
ation

P
roviders and about 10 Inform

ation C
onsu

m
ers at the sam

e tim
e. The d

esign of the IS allow
s

the total load to be d
istributed

 am
ong a num

ber of ind
epend

ent IS servers. T
hus, it w

ill be nec-
essary to run only a few

 (less then 10) IS servers in ord
er to p

rovide the required
 p

erform
ance

for the final A
TL

A
S T

D
A

Q
.

10.3.4.3
U

sag
e o

f In
fo

rm
atio

n S
h

arin
g services b

y the T
D

A
Q

 su
b-system

s

U
sage of the Inform

ation Sharing services as they are d
escribed above w

ill be very sim
ilar to

that of the existing prototyp
e im

p
lem

entations. These have been in u
se in various test bed

s and
test beam

 activities and
 provide good

 exam
ples for their u

se in the final T
D

A
Q

 system
. A

 typ
i-

cal test beam
 configuration, w

hich w
as exp

loited
 by the d

etectors, inclu
des the E

rror R
eporting

F
igu

re
10-9  A

verage tim
e spent to transport one inform

ation object from
 one Inform

ation P
rovider to a num

ber
of Inform

ation C
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ers versus the num
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ation P
roviders
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Service (called
 M

essage R
eporting System

 (M
R

S) in the prototype im
plem

entation) and
 a

nu
m

ber of Inform
ation Services. In particular, the IS server for the R

un Param
eters w

as u
sed

 to
d

istribute the run p
aram

eters su
ch as ru

n nu
m

ber, run typ
e, beam

 typ
e, etc., w

hich p
reviou

sly
had

 been d
efined

 by the op
erator, to system

 and
 user app

lications. A
n IS server sp

ecific for the
d

etector inform
ation w

as running and
 passed

 the status of the d
etector hard

w
are su

ch as R
O

D
s,

LV
L

1 M
od

ules, etc. to the op
erator d

uring a run. The IS server for D
ata Flow

 param
eters w

as
used

 to present the statu
s of the data flow

 elem
ents to the op

erator, and
 an IS server sp

ecific to
D

C
S p

aram
eters passed

 im
p

ortant D
C

S p
aram

eters on. T
he test beam

 op
erator u

sed
 the TD

A
Q

O
nline Softw

are user interface application called
 Integrated G

raphical U
ser Interface (IG

U
I) to

interact w
ith the Inform

ation Sharing services. The IG
U

I app
lication contains the m

essage d
is-

play, w
hich show

s text m
essages sent by the T

D
A

Q
 and

 d
etector applications via M

R
S. T

he
IG

U
I also inclu

des the D
ata Flow

 panel, w
hich d

isp
lays the status of the d

ata flow
 elem

ents to
the operator, and

 the R
u

n Param
eters panel, from

 w
here the operator can define param

eters for
the next run. In ad

dition som
e d

etector team
s im

plem
ented

 their ow
n cu

stom
 Java panels,

w
hich w

ere integrated
 into the IG

U
I. T

hese panels interacted
 w

ith the variou
s IS servers to fetch

the d
etector-specific inform

ation and
 d

isp
layed it to the operator. The E

vent M
onitoring Service

w
as extensively used

 d
uring the test beam

s by all d
etector group

s. They d
evelop

ed sp
ecific ap-

plications, w
hich conform

 to the E
ventSam

pler interface d
efined

 by the EM
S. T

hese applica-
tions w

ere running on the R
O

D
 crate controllers of each R

O
D

 crate. A
 variety of m

onitoring
tasks, receiving the events, had been d

eveloped
 in the d

etector groups and
 w

ere running on
d

ed
icated

 w
orkstations. M

onitoring tasks gathered
 statistics about the sam

pled
 events or d

is-
played

 the events to the op
erator. A

 very interesting application w
as d

eveloped
 in the T

G
C

team
 im

plem
enting an O

nline E
vent D

isplay in Java, w
hich receives events from

 the EM
S and

d
isplays them

 in graphical form
.

10.4
D

atabases

T
he T

D
A

Q
 system

s and d
etectors require several p

ersistent services to access the d
escrip

tion of
the configu

ration used for the d
ata taking as w

ell as to store the cond
itions under w

hich the
d

ata w
ere taken. T

he O
nline Softw

are provid
es com

m
on solutions for su

ch services taking into
account the requ

irem
ents com

ing from
 the T

D
A

Q
 system

s and
 d

etectors.

10.4.1
Fu

nctionality of th
e databases

T
here are three m

ain persistent services proposed
 by the O

nline Softw
are:

•
the C

on
figu

ration
 D

atab
ases (C

onfD
B

s) to p
rovide the d

escription of the system
 config-

u
rations,

•
the O

n
lin

e B
ook

k
eep

er (O
B

K
) to log operational inform

ation and
 annotation,

•
the C

on
d

ition
s D

atab
ase in

terface to store and read conditions under w
hich data w

ere tak-
en.

10.4.1.1
C

on
figu

ratio
n

 D
atab

ases

T
he C

onfD
B

s are u
sed

 to p
rovid

e the overall d
escription of the T

D
A

Q
 system

s and
 d

etector
hard

w
are and

 softw
are. T

hey includ
e the d

escription of partitions d
efined for the system

. T
he
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hard
w

are and softw
are are d

escribed
 in a flexible w

ay and
 param

eterized
 in such a w

ay the de-
scribed

 configu
ration can be used

 for d
ifferent types of runs.

T
he C

onfD
Bs are organized

 in accord
ance w

ith the hierarchy of the T
D

A
Q

 system
 and

 d
etec-

tors. T
hey allow

 for each TD
A

Q
 system

 and d
etector to d

efine their specific form
at of the d

ata
(i.e. the d

atabase schem
a), to d

efine the d
ata them

selves, and to share the schem
a and

 the d
ata

w
ith others. T

hey p
rovid

e graphical user interfaces for the hum
an u

ser to brow
se the data and

for authorized hum
an exp

erts to m
od

ify the d
ata. D

ata access libraries hide the technology u
sed

for the d
atabases im

p
lem

entation and
 are used

 by any T
D

A
Q

 or d
etector app

lication to read
 the

configuration d
escription or to be notified

 in case of changes. A
n ap

plication started
 by an au-

thorized expert can u
se the data access libraries to generate or to m

od
ify the d

ata.

T
he C

onfD
Bs p

rovid
e an efficient m

echanism
 for fast access to the configuration d

ata for a large
num

ber of clients d
uring d

ata taking. T
hey do not store the history of the d

ata changes w
hich is

the task of the O
B

K
 but p

rovide archiving op
tions. C

onfigu
ration d

ata w
hich are im

portant for
offline analysis m

ust be stored
 in the C

ond
itions D

atabase.

10.4.1.2
O

n
lin

e B
o

okkeeper

T
he O

BK
 is the system

 responsible for the online storage of relevant operational inform
ation,

histogram
s, and the configuration d

escription p
rovid

ed
 by the T

D
A

Q
 system

s and d
etectors. It

organizes the stored
 data on a per-run basis and p

rovid
es querying facilities.

T
he O

BK
 provid

es a grap
hical user interfaces to allow

 hum
an users to brow

se contents of the
recorded

 inform
ation or app

end
 such inform

ation. T
he op

tion for appending inform
ation is

lim
ited

 to authorized
 u

sers. Sim
ilarly, the O

BK
 provides p

rogram
m

ing interfaces for user ap
pli-

cations to brow
se the inform

ation or to ap
pend

 annotations.

10.4.1.3
C

on
d

itio
ns D

atab
ase in

terfaces

T
he T

D
A

Q
 system

s and
 the d

etectors use the C
ond

itions D
atabase to store cond

itions w
hich are

im
portant for the offline reconstru

ction and
 analysis. The conditions d

ata includ
e param

eters
such as tem

perature, pressure, and
 voltage and

 vary w
ith tim

e. T
hese conditions are stored

w
ith a valid

ity range w
hich is typically expressed

 in tim
e or run nu

m
ber and retrieved again u

s-
ing the valid

ity range as a key.

T
he C

ond
itions D

atabase is exp
ected

 to com
e from

 an L
H

C
 C

om
puting G

rid [10-10] app
lica-

tions area p
roject, w

ith any A
T

L
A

S-specific im
plem

entation su
pported by the O

ffline Softw
are

group
. T

he O
nline Softw

are system
 provid

es application program
m

ing interfaces for all T
D

A
Q

system
s and detector ap

plications, and
 m

echanism
s to ensure the required

 perform
ance d

uring
d

ata-taking ru
ns.

10.4.2
P

erfo
rm

an
ce and scalability requ

irem
en

ts on
 th

e databases

T
he perform

ance and
 scalability requirem

ents of the database services are strongly d
epend

ent
on the strategies chosen by the T

D
A

Q
 system

s and detectors to transp
ort the data to their ap

pli-
cations, to store the cond

itions, and to keep the operational data. For m
ost T

D
A

Q
 system

s and
d

etectors, the nu
m

ber of estim
ated

 clients of the C
onfiguration and

 of the C
ond

itions D
atabases

is roughly equ
al to the nu

m
ber of local controllers (as explained

 in Section
10.5.3), w

hich are es-
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tim
ated to be betw

een 500 and
 2000. For the E

vent Filter the situ
ation is not yet defined

 and
 the

nu
m

ber of d
atabase clients in the w

orst-case scenario can be O
(10

3), if each processing task
need

s to receive the configuration descrip
tion and

 conditions.

T
he d

atabase inform
ation can be sp

lit into a num
ber of ind

epend
ent parts accord

ing to TD
A

Q
system

s and
 d

etectors. T
he com

plete d
escription is required

 only by a few
 ap

plications, w
hile

m
ost others requ

ire access to only a sm
all fraction of it. T

he typ
ical database size w

hich com
-

pletely d
escribes all the necessary param

eters of the T
D

A
Q

 system
 or a d

etector for a p
hysics

run is about O
(10

2)M
byte. T

he D
C

S m
ay prod

uce u
p to 1

G
byte of m

easu
red

 cond
itions per

d
ay.

T
he C

onfD
Bs d

ata are read once in prep
aration for d

ata taking and
 an accep

table tim
e to get the

d
escription for the w

hole system
 is of O

(10)s. D
uring p

hysics d
ata taking selected

 parts of the
d

atabases m
ay be changed

 and an accep
table tim

e to receive the changes by registered applica-
tions is of O

(1)s. D
uring special calibration ru

ns a considerable fraction of the d
ata can change

and
 the m

axim
um

 rate requ
ested

 in this case is 10
M

bytes p
er hour.

10.4.3
A

rch
itectu

re o
f d

atab
ases

10.4.3.1
C

on
figu

ratio
n

 D
atab

ases

T
he C

onfD
B

s provid
e user and

 application p
rogram

m
ing interfaces.

V
ia a user interface the softw

are d
eveloper defines the data object m

od
el (d

atabase schem
a) d

e-
scribing the requ

ired configurations. T
he exp

ert u
ses the interface to m

anage d
atabases, to p

op
-

ulate the system
 d

escription, and
 to define configurations, w

hich can su
bsequently be brow

sed
by a u

ser.

A
 T

D
A

Q
 or d

etector ap
plication accesses the databases via data access libraries (D

A
L

s). A
 D

A
L

is generated
 by the softw

are d
eveloper for the part of the object m

od
el w

hich is relevant to his
sub-system

. It is based
 on a d

atabase schem
a to program

m
ing language m

app
ing and

 related
instantiation of d

atabase objects as program
m

ing langu
age objects. T

he u
ser of a D

A
L never

sees the low
-level d

atabase m
anagem

ent system
 (D

BM
S) and

 his cod
e can be used w

ithout
changes for d

ifferent d
atabase system

s. T
he D

A
L

 is u
sed

 by any p
rocess required

 to get the con-
figuration d

escription or to receive a notification in case of changes. T
he D

A
L

 is also used by an
expert p

rocess to p
rod

uce the configuration d
ata.

Figu
re

10-10 show
s the m

ain classes and
 interfaces provided

 by the C
onfD

B
 system

 and their
users.

T
he C

onfD
B

 system
 contains the follow

ing classes:

•
C

on
fD

B
 R

ep
ository —

 d
efines low

-level interfaces to m
anipu

late the C
onfD

B
s includ

ing
d

atabase m
anagem

ent by users w
ho are granted the respective privileges, schem

a and
d

ata d
efinitions and

 notification subscription on data changes; it d
efines interfaces above

a D
B

M
S used

 for im
plem

entation and
 hid

es any sp
ecific d

etails, so any other C
onfD

B
classes m

u
st never use D

B
M

S-specific m
ethod

s d
irectly;

•
C

on
fD

B
 U

I (U
ser Interface) —

 defines the u
ser interface for object m

odel d
efinition, con-

figurations d
efinition, d

atabase brow
sing and

 popu
lation by hu

m
an users;

•
C

on
fD

B
 D

A
L

 G
en

erator —
 d

efines the interface to prod
u

ce a D
A

L;
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•
C

on
fD

B
 D

A
L

 —
 d

efines interfaces for configu
ration selection, read

ing and
 w

riting of
configuration objects, and

 subscrip
tion for notifications on d

ata changes by u
ser and

 ex-
p

ert processes;

•
C

on
fD

B
 D

ata M
on

itor —
 d

efines interfaces to receive notification of changes.

10.4.3.2
O

n
lin

e B
o

okkeeper

T
he O

B
K

 p
rovides several interfaces to its services, som

e of them
 are to be used by the hum

an
u

ser, w
hile others are A

PIs to allow
 interfacing w

ith client app
lications. T

he access to these in-
terfaces d

epend
s on the user’s (hum

an or system
 actor) p

rivileges.

T
he O

B
K

 u
ses as persistency backbone the C

ond
itions and Tim

e-V
arying offline databases serv-

ices. It counts on those services to p
rovide the necessary m

eans to store and
 retrieve coherently

d
ata that changes in tim

e and
 of w

hich there m
ay exist several versions (e.g. configurations).

Figure
10-11 show

s the logical su
bd

ivision of the O
B

K
 system

 into abstract classes. O
f the ones

show
n, the m

ain ones are:

•
O

B
K

 R
ep

ository —
 d

efines the basic m
ethod

s to allow
 for storing, m

od
ifying, and

 read-
ing of online log d

ata, as w
ell as the m

ethod
s to set the O

B
K

 acqu
isition m

od
e and

 also to
requ

est log d
ata from

 the several TD
A

Q
 processes provid

ing them
. It allow

s a hum
an or

system
 u

ser to start or stop the acquisition of log d
ata. In ord

er to becom
e a log d

ata pro-
vid

er a T
D

A
Q

 application w
ill have to contain the O

B
K

 L
og In

fo P
rovid

er interface. T
his

F
igu

re
10-10  C

onfiguration D
atabases users and interfaces

C
onfD

B

U
ser P

rocess

N
otify D

ata

R
ep

ository
C

on
fD

B
D

A
L

<<
interface>>

C
on

fD
B

 D
ata

M
o

nito
r

C
hanges

S
ubscribe D

ata
C

hanges

N
otify O

bjects
C

hanges

S
ubscribe O

bjects
C

hanges

S
elect

C
onfiguration

G
et O

bject

P
ut O

bject

E
xpert P

rocess

C
on

fD
B

U
I

G
et/P

ut
D

ata

G
et S

chem
a

P
ut S

chem
a

C
on

fD
B

 D
A

L
G

en
erator

<<
produces>>

D
efine

O
bject M

odel

S
W

 D
eveloper

M
ake D

A
L

U
ser

E
xpert

D
efine

C
onfiguration

B
row

se

P
ut O

bject

M
anage
D

B
s
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interface allow
s a T

D
A

Q
 app

lication to accept subscriptions for log inform
ation from

 the
O

BK
, as w

ell as for the O
B

K
 to access log inform

ation in a T
D

A
Q

 application;

•
O

B
K

 B
row

ser —
 this is the class responsible for p

rovid
ing the necessary querying func-

tionality for the O
B

K
 d

atabase. Since the data brow
sing and data annotation functions are

tightly cou
pled

, the class also inclu
d

es functionality to ad
d annotations to the database;

•
O

B
K

 A
d

m
in

istrator —
 the O

B
K

 A
d

m
inistrator class provid

es to the u
sers, w

hich are
granted

 the respective p
rivileges, the fu

nctionality to alter (d
elete, m

ove, renam
e) parts or

all of the O
B

K
 d

atabase. T
hese u

sers are also given the possibility of changing the O
B

K
acquisition m

od
e (e.g. d

ata sou
rces, filters for the d

ata sou
rces).

A
part from

 the m
ain classes dep

icted
 in Figu

re
10-11, the O

BK
 architectu

re also inclu
d

es four
other classes (not show

n in the d
iagram

 for reasons of clarity). T
he O

B
K

 U
I B

row
ser and

 the
O

B
K

 B
row

ser A
P

I both inherit from
 the O

B
K

 Brow
ser class and

 d
efine the hum

an client orient-
ed

 and
 the application client oriented

 versions of that class. Sim
ilarly the O

B
K

 U
I A

d
m

in
istra-

tor and the O
B

K
 A

d
m

in
istrator A

P
I classes define the hum

an client and
 app

lication client
oriented versions of the O

BK
 A

d
m

inistrator class.

10.4.3.3
C

on
ditio

ns D
atab

ase in
terface

T
he user requirem

ents for the A
T

LA
S offline cond

itions and
 tim

e-varying d
atabases and

 their
architecture are not yet fully specified by the A

T
L

A
S user com

m
unity. T

he C
ond

itions D
atabase

interface w
ill provid

e ad
d

itional functionality if required by T
D

A
Q

 and d
etector users, beyond

the one provid
ed by the O

ffline Softw
are.

F
ig

u
re

10-11  O
B

K
 users and interfaces 

O
B

K
B

row
ser

U
ser

U
ser P

rocess

O
B

K
R

ep
ository

O
fflineD

B
L

ibrary

O
B

K
A

dm
inistrator

 E
xpert

E
xpert P

rocess

T
D

A
Q

 P
rocess

D
efine acquisition m

ode
and adm

inistrate log data

B
row

se and annotate
log data

S
tart/S

top

S
ubscribe

N
otify

B
row

se

A
dm

inistrate

S
et acquisition m

ode

A
nnotate

<<
interface>

>
O

B
K

 Log
 Info

P
ro

vid
er

G
et Info

<<
im

port>
>

acquisition
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10.4.4
P

rototype evalu
atio

n

T
he m

ain functions of the C
onfD

B
 and

 the O
B

K
 have been im

plem
ented

 and evaluated
 in the

p
rototype of the O

nline Softw
are. T

he m
ain goals w

ere its use du
ring test beam

 op
erations, the

integration w
ith other T

D
A

Q
 sub-system

s and d
etectors, and

 the evalu
ation of the suitability of

the chosen technologies for the final system
.

10.4.4.1
S

calab
ility and

 perform
an

ce tests o
f th

e C
o

n
fig

u
ratio

n D
atabases

T
he p

rototype of the C
onfD

B
s is im

plem
ented

 on top of the O
K

S [10-11] p
ersistent in-m

em
ory

object m
anager. It allow

s the storage of the database schem
a and

 d
ata in m

u
ltip

le X
M

L
 files.

Several subsets can be com
bined to get a com

plete descrip
tion. A

ccess to the configu
ration de-

scrip
tion can be m

ad
e via a file system

 (C
+

+ interface) and
 via a ded

icated
 rem

ote database
server bu

ilt on top of IL
U

 [10-3] and
 tested

 for C
+

+ and
 Java interfaces.

Figure
10-12 presents the d

atabase test results obtained
 d

uring the O
nline Softw

are large-scale
and perform

ance tests [10-9]. T
he options to read

 a realistic configuration via the A
FS file sys-

tem
 and

 from
 a rem

ote database server w
ere tested for the m

axim
um

 available nu
m

ber of
nod

es. T
he tests w

ith d
irect concurrent access to the configuration via the com

m
on A

FS file sys-
tem

 show
ed

 good scalability and perform
ance as presented in the first graph of Figu

re
10-12.

Su
ch an app

roach can be envisaged
 if a com

m
on file system

 is available. T
he second

 grap
h in

Figure
10-12 p

resents the tim
e necessary to read

 d
ifferent sizes of inform

ation from
 one data-

base server d
ep

end
ing on the nu

m
ber of concu

rrently reading clients. T
he third graph in

Figure
10-12 show

s the tim
e necessary to read

 one inform
ation object from

 one d
atabase server

for the case w
here the read

 request by the clients is initiated synchronou
sly and

 for the case
w

here these requ
ests are rand

om
ly d

istribu
ted

 over one second
. G

iven a p
articu

lar situ
ation,

one can d
erive from

 the graphs the num
ber of necessary d

atabase servers in the system
 d

epend-
ing on the num

ber of clients, tim
ing requirem

ents, d
ata volum

e, and
 request synchronization.

T
he proposed

 architecture of the C
onfD

B
s allow

s sw
itching betw

een im
plem

entation technolo-
gies w

ithout affecting user cod
e. Som

e other database technologies are being stu
died

 for p
ossi-

ble replacem
ent of the ones used

 in the prototype, includ
ing relational d

atabases w
ith possible

object extensions, and the P
ool O

f p
ersistent O

bjects for L
H

C
 (P

O
O

L) [10-12] from
 the L

H
C

 C
om

-
p

u
ting G

rid
 (L

C
G

) [10-10] project.

F
igu

re
10-12  R

esults of the databases perform
ance and scalability tests

N
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10.4.4.2
O

n
lin

e B
o

okkeep
er

T
he prototyp

e of the O
B

K
 w

as im
plem

ented
 on an O

K
S persistent in-m

em
ory object m

anager
and

 M
ySQ

L
 [10-13] freew

are im
p

lem
entation of a relational database m

anagem
ent system

. T
he

results obtained
 d

uring recent perform
ance and

 scalability tests [10-9] have show
n that the cu

r-
rent M

ySQ
L im

plem
entation can reach a rate of 20

kbyte/s w
hen storing m

onitoring d
ata

(100
bytes p

er d
ata item

) prod
uced by up to 100 provid

ers.

10.5
C

on
trol 

T
he m

ain task of the control package is to provid
e the necessary tools to perform

 the T
D

A
Q

 sys-
tem

 operation as d
escribed

 in C
hapter

3, "System
 O

perations". It provides the functionality of
the TD

A
Q

 C
ontrol as show

n in the controls view
 in C

hapter
5, "A

rchitectu
re".

In add
ition, the p

ackage has the resp
onsibility for the fu

nctions necessary for user interaction,
process m

anagem
ent, and access control in the com

puting environm
ent.

10.5.1
C

on
tro

l fun
ctio

nality 

C
ontrol encom

p
asses softw

are com
p

onents resp
onsible for the control and sup

ervision of other
T

D
A

Q
 system

s and
 the d

etectors. The fu
nctions have been d

erived
 from

 the u
ser requ

irem
ents

and
 are:

•
U

ser In
teraction

: Interaction w
ith the hum

an user such as the op
erator or expert of the

T
D

A
Q

 system

•
In

itialization
 an

d
 sh

u
td

ow
n

: O
p

erations for the initialization of T
D

A
Q

 hard
w

are and
softw

are com
ponents are foreseen. T

he operational status of system
 com

ponents m
ust be

verified
 and

 the initialization of these com
p

onents in the requ
ired

 sequence ensured
. Sim

-
ilar considerations are required

 for the shutdow
n of the system

.

•
R

u
n

 con
trol: System

 com
m

ands have to be d
istribu

ted
 to m

any hund
reds of clients p

ro-
gram

s. The control su
b-package is responsible for the com

m
and

 d
istribution and the syn-

chronization required
 betw

een the TD
A

Q
 su

b-system
s and

 d
etectors.

•
E

rror h
an

d
lin

g: M
alfu

nctions can interrup
t system

 operations or adversely affect the
quality of physics d

ata. It is the task of the control sub-package to identify such m
alfunc-

tions. If requ
ired

 the system
 w

ill then autonom
ously perform

 recovery op
erations and

 as-
sist the operator w

ith d
iagnostic inform

ation.

•
V

erification
 of S

ystem
 statu

s: T
he control package is responsible for verifying the func-

tioning of T
D

A
Q

 configuration or any subset of it.

•
P

rocess M
an

agem
en

t: Process m
anagem

ent functionality in a distribu
ted environm

ent is
provid

ed
.

•
R

esou
rce M

an
agem

en
t: M

anagem
ent of shared hard

w
are and

 softw
are resources in the

system
 is provided

.

•
A

ccess M
an

agem
en

t: T
he control package p

rovid
es a general O

nline Softw
are safety

service, responsible for TD
A

Q
 user au

thentication and the im
plem

entation of an access
policy for preventing non-authorized u

sers corrupting T
D

A
Q

 functionality.
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10.5.2
P

erfo
rm

an
ce and scalability requ

irem
en

ts on
 C

ontrol

T
he T

D
A

Q
 system

 is a large and
 heterogeneou

s system
 com

posed of a large num
ber of item

s to
be controlled. Typically these item

s are clustered
 and range from

 read
out m

od
ules in V

M
E

crates to w
orkstations w

ithin H
LT

 com
puter farm

s. Such clu
sters are the p

referred
 places to in-

terface w
ith the O

nline Softw
are C

ontrol system
. T

he num
ber of these clu

sters is estim
ated

 to be
in the range of 500–1000. To control these u

nits the T
D

A
Q

 control system
 is built in a hierarchi-

cal and d
istributed

 m
anner. M

ore d
etailed

 exp
lanation can be found

 in Section
12.3.

10.5.3
C

o
ntro

l architecture 

T
he C

ontrol package is d
ivid

ed
 into a num

ber of sub-packages as show
n in Figure

10-13. The
functionality described

 in Section
10.5.1 has been distribu

ted betw
een several d

istinct su
b-p

ack-
ages:•

T
he U

ser Interface (U
I) for interaction w

ith the operator

•
T

he Sup
ervision for the control of the d

ata-taking session inclu
ding initialization and

shu
td

ow
n, and

 for error handling

•
T

he Verification for analysis of the system
 status

•
T

he P
rocess M

anagem
ent for the hand

ling of processes in the d
istributed

 com
puting en-

vironm
ent

•
T

he R
esou

rce M
anagem

ent for coord
ination of the access to shared

 resou
rces

•
T

he A
ccess M

anagem
ent for provid

ing au
thentication and au

thorization w
hen necessary.

F
igu

re
10-13  T

he organization of the control package 
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10.5.3.1
U

ser In
terface

T
he U

ser In
terface (U

I) p
rovides an integrated

 view
 of the T

D
A

Q
 system

 to the operator and
should

 be the m
ain interaction p

oint. A
 flexible and

 extensible U
I w

ill be p
rovid

ed
 that can ac-

com
m

od
ate panels im

plem
ented

 by the d
etectors or T

D
A

Q
 system

s. W
eb-based technologies

w
ill be used to give access to the system

 for off-site u
sers.

10.5.3.2
S

u
p

ervisio
n

 

T
he S

u
p

ervision
 su

b-p
ackage realizes the essential functionality of the C

ontrol package. T
he

generic elem
ent is the controller. A

 system
 w

ill generally contain a num
ber of controllers organ-

ized in a hierarchical tree, one controller being in control of a nu
m

ber of others in the system
w

hile being controlled itself from
 a higher level controller. O

ne top level controller, called
 the

root controller, w
ill take the fu

nction of the overall control and
 coordination of the system

. T
he

U
ser Interface su

b-p
ackage p

rovides all T
D

A
Q

 control facilities to the O
perator. T

hese are
show

n as interfaces in Figure
10-14 and d

iscussed
 below

 in m
ore d

etail.

T
he Initialization and Shutdow

n is responsible for:
•

initialization of T
D

A
Q

 hard
w

are and softw
are com

p
onents, bringing the T

D
A

Q
 

p
artition to the state in w

hich it can accept R
u

n com
m

and
s

•
re-initialization of a part of the T

D
A

Q
 partition w

hen necessary

•
shu

tting the T
D

A
Q

 p
artition d

ow
n gracefully

•
T

D
A

Q
 p

rocess sup
ervision

T
he R

un C
ontrolis resp

onsible for
•

controlling the R
un by accep

ting com
m

and
s from

 the user and
 sending com

m
ands to 

T
D

A
Q

 sub-system
s

•
analysing the statu

s of controlled
 su

b-system
s and p

resenting the statu
s of the w

hole 
T

D
A

Q
 to the O

p
erator

T
he E

rror H
andling is con

cern
ed w

ith
•

an
alysing run-tim

e error m
essages com

in
g from

 T
D

A
Q

 sub-system
s

•
d

iagnosing p
roblem

s, proposing recovery actions to the op
erator, or perform

ing 
au

tom
atic recovery if requested

M
ost of the above-defined

 functionality can reside in a so-called
 Local C

ontroller and
 is extend

ed
by sp

ecific policies w
hich the T

D
A

Q
 su

b-system
s and detector expert d

evelopers im
p

lem
ent.

T
he interface and

 p
olicies of the L

ocal C
ontroller can be configu

red
 by the user using a P

olicy/
K

now
ledge interface. In ad

d
ition the supervision can profit from

 fu
nctionality provid

ed
 by the

V
erification su

b-system
.

10.5.3.3
V

erification

T
he V

erification
 sub-package is responsible for the verification of the functioning of the TD

A
Q

system
 or any subset of it. It uses d

evelop
er’s know

led
ge to organize tests in sequences, analyse

test resu
lts, diagnose problem

s, and
 p

rovid
e a conclusion about the functional state of TD

A
Q

com
ponents.
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A
 T

D
A

Q
 sub-system

 d
eveloper im

plem
ents and

 d
escribes tests w

hich are used
 to verify any

softw
are or hard

w
are com

ponent in a configuration. T
his includ

es also com
plex test scenarios,

w
here the com

ponent functionality is verified
 by the sim

u
ltaneous execu

tion of p
rocesses on

several hosts. T
he sub-system

 uses the Process M
anagem

ent sub-package for the execu
tion of

tests.

T
he verification sub-system

 provid
es access to its functionality via the V

erify Functionality inter-
face. T

he sub-system
 is built on specific tests that probe the functionality of the O

nline Softw
are,

T
D

A
Q

 sub-system
 or D

etector functionality. T
hese tests connect by the Test interface to the veri-

fication sub-system
.

T
he V

erification sub-p
ackage is used

 by the Sup
ervision to verify the state of the T

D
A

Q
 com

po-
nents du

ring initialization or recovery op
erations. It can also be used d

irectly by the O
perator

via the U
I, as show

n in Figu
re

10-14.

10.5.3.4
P

ro
cess, A

ccess an
d R

eso
urce M

an
ag

em
ent system

s 

T
he V

erification and
 Su

pervision su
b-packages connect via interfaces to other C

ontrol sub-
p

ackages, as show
n in Figu

re
10-15. 

T
he P

rocess M
an

agem
en

t provides basic p
rocess m

anagem
ent fu

nctions in a d
istribu

ted
 envi-

ronm
ent. These includ

e starting, stopping, and
 m

onitoring p
rocesses on different T

D
A

Q
 hosts.

W
hile its m

ain u
sers are the Su

pervision and V
erification, it is also available for other user ap-

p
lications. It avoids the overhead

 of standard operating system
 tools and allow

s the m
anage-

m
ent of the large nu

m
ber of processes involved

 in the T
D

A
Q

 system
.

T
he R

esou
rce M

an
agem

en
t is concerned w

ith the allocation of softw
are and

 hardw
are resou

rc-
es betw

een ru
nning p

artitions. It is used
 by the Sup

ervision and by the P
rocess M

anagem
ent. It

p
revents the operator from

 p
erform

ing operations on resources w
hich are allocated

 to other u
s-

Figu
re

10-14  Interfaces of the Sup
ervision and

 V
erification sub-packages
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ers. T
his is of p

articu
lar need

 du
ring com

m
issioning and

 testing p
hases, w

here m
any grou

ps
are w

orking ind
epend

ently and
 have to share resources. 

T
he A

ccess M
an

agem
en

t is a general O
nline Softw

are safety service, resp
onsible for TD

A
Q

user authentication. It im
p

lem
ents an access policy, in ord

er to stop non-au
thorized

 persons
from

 corrup
ting the T

D
A

Q
 system

 and
 interfering w

ith data taking. T
his applies in p

articu
lar to

sensitive areas like the access to configu
ration databases, access to p

rocess m
anagem

ent, rem
ote

access throu
gh the W

eb, etc. A
part from

 these cases, the lim
ited

 access to the netw
ork at the ex-

perim
ent site is the m

ain secu
rity m

easu
re.

10.5.4
P

rototype evalu
atio

n

Prototype evaluations have been perform
ed for a num

ber of technologies. T
he initial choice w

as
based on experience in p

reviou
s experim

ents. P
rod

ucts w
ere chosen that fit w

ell in the p
ro-

posed object-oriented
 softw

are environm
ent.

•
A

 R
u

n C
ontrol im

plem
entation is based on a State M

achine m
od

el and
 uses the State M

a-
chine com

piler, C
H

SM
 [10-14], as underlying technology.

•
A

 Su
pervisor is m

ainly concerned
 w

ith process m
anagem

ent. It has been built u
sing the

O
pen Source expert system

 C
LIP

S [10-15].

•
A

 verification system
 (D

V
S) p

erform
s tests and

 provid
es d

iagnosis. It is also based
 on

C
L

IPS.

•
A

 Java-based
 grap

hical U
ser Interface (IG

U
I) is being used.

•
P

rocess M
anagem

ent and R
esou

rce M
anagem

ent are based on com
p

onents w
hich are

part of the cu
rrent im

p
lem

entation of the O
nline Softw

are packages.

F
ig

u
re

10-15  Interfaces of the P
rocess M

anagem
ent, R

esource M
anagem

ent and the A
ccess M

anagem
ent
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10.5.4.1
S

calab
ility and

 perform
an

ce tests

A
 series of large-scale perform

ance tests has been p
erform

ed
 to investigate the behaviou

r of the
p

rototype on system
s of the size of the final T

D
A

Q
 system

 [10-9]. In several iterations the be-
haviour of the system

 w
as stud

ied
 and

 lim
its w

ere id
entified

, the p
rototype w

as refined
 and

tested
 u

ntil the su
ccessfu

l operations of a system
 w

ith a size in the requ
ired

 range w
as reached

.
U

p
 to 1000 controllers and

 their app
lications w

ere controlled
 reliably w

hile m
eeting the per-

form
ance requ

irem
ents.

O
f note is the synchronized

 d
istribution of com

m
and

s w
ithin the system

. A
 com

m
and

 is sent by
the root controller and

 prop
agates through the controller tree to the leaf controllers. T

hese leaf
controllers interface betw

een the overall online control system
 and

 the specific tasks to be per-
form

ed in the T
D

A
Q

 system
. T

he tim
e to d

istribute a com
m

and
 from

 the top level and to obtain
the confirm

ation from
 all controllers w

as m
easured

. Figu
re

10-16 show
s the tim

e taken to per-
form

 three successive state transitions for a three level control hierarchy for configu
rations in

the range of 10–1000 leaf controllers. A
 single transition takes about tw

o second
s for 1000 con-

trollers, a tim
e w

ell w
ithin exp

ectations. In a real system
 each controller w

ou
ld perform

 its spe-
cific actions du

ring su
ch a state transition taking betw

een a few
 second

s and
 up

 to tens of
seconds. In relation to these values the overhead

 of the overall control system
 is sm

all.

A
lso of note is the process control in the d

istributed
 system

. To sw
itch betw

een variou
s configu-

rations, it w
ill be necessary to start and

 stop m
any processes on m

any nodes. A
lthou

gh su
ch an

operation is not perform
ed

 d
uring physics d

ata-taking, it w
ill be of im

p
ortance d

uring d
evelop-

m
ent and

 calibration. Figure
10-17 show

s the tim
e to start the p

rocesses for a system
 w

ith up to
a thousand

 controllers. D
etailed

 d
escriptions and

 fu
rther test results can be found

 in [10-9].

10.5.4.2
Techn

o
lo

g
y co

nsid
eration

s

D
u

ring the evalu
ation of the prototyp

e several shortcom
ings of the current system

 w
ere id

enti-
fied. A

n im
portant one is the lack of flexibility in the state m

achine im
plem

entation C
H

SM
. In

this context the expert system
 C

LIP
S [10-15] and

 related
 produ

cts w
ere stud

ied. T
he general-

p
urp

ose natu
re of this prod

uct allow
s the various aspects of the supervision-like initialization,

control, and
 error hand

ling to be im
plem

ented
. The know

led
ge base provid

es the basis for cu
s-

tom
izeble solutions, w

hich can be sp
ecialized for d

ifferent p
arts of the system

. A
nother advan-

F
igu

re
10-16 

 
T

im
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to 
perform

 
three 

T
D

A
Q

 
state

trannsitions for configurations in the range of O
(10) to

O
(1000) controllers

F
ig

u
re

10-17  Tim
e to start the processes for configu-

rations in the range of O
(10) to O

(1000) controllers
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tage is the extensibility of
C

L
IPS. It can be interfaced easily w

ith other com
ponents of the

O
nline Softw

are system
. A

lternative p
rod

ucts also und
er consid

eration are Jess [10-16], a sim
i-

lar expert system
 im

plem
entation w

ritten in Java and a com
m

ercial alternative, Eclip
se by H

a-
ley Inc. [10-17].

Fu
rther alternatives have been investigated: SM

I+
+ is a system

 that m
od

els the controlled
 d

o-
m

ain as a system
 of interacting state m

achines [10-18] and
 is in u

se at several H
E

P experim
ents.

A
nother possibility w

ou
ld

 be the u
se of general-p

urp
ose scripting langu

ages, such as Python
[10-19]. W

hile each of these app
roaches has its p

articu
lar m

erits, the evaluation show
ed

 that the
C

L
IPS-based

 solu
tion is better suited

 for ou
r environm

ent and
 is the favoured im

plem
entation

choice.

10.6
Integratio

n tests

10.6.1
 O

nline S
o

ftw
are integration and large-scale perform

ance tests

M
ajor releases of the integrated

 O
nline Softw

are System
 w

ere tested
 in several test series start-

ing in the year 2000. A
ll the m

ajor com
ponents w

ere includ
ed

. For the m
ost recent series of tests

in Janu
ary 2003 [10-9], 222 d

ual-pentium
 P

C
s of the C

E
R

N
 IT

 LX
SH

A
R

E
 test-bed

 w
ere used

.
T

hey w
ere equipped

 w
ith 600–1000

M
H

z P
entiu

m
 III p

rocessors, 512–1024
M

bytes of m
em

ory,
and

 w
ere running the L

inux R
ed

H
at 7.3 operating system

.

T
he tests w

ere aim
ed

 at verifying the overall functionality of the O
nline Softw

are system
 on a

scale sim
ilar to that of the final A

T
LA

S installation (includ
ing u

p to 1000 leaf controllers) and at
stud

ying the system
 perform

ance aspects in d
etail. A

 num
ber of perform

ance m
easu

rem
ents for

the O
nline Softw

are com
p

onents w
ere also perform

ed as a function of the system
 size. D

etails
of these can be found in the com

ponent test d
escriptions on IS in Section

10.3.4.2, on D
atabases

in Section
10.4.4.1, and

 on C
ontrol aspects in Section

10.5.4.1.

T
he tests follow

ed the sequence of step
s w

hich are necessary for T
D

A
Q

 start-up, running, and
shut-d

ow
n actions. R

ealistic conditions for the O
nline Softw

are infrastructure w
ere sim

ulated
by includ

ing ad
ditional traffic from

 m
onitoring activities in the d

etectors and
 su

b-system
s. T

his
traffic includ

ed
 m

onitoring of statistical d
ata and

 statu
s inform

ation, error m
essages, histo-

gram
s, and

 event d
ata m

onitoring. O
nline Softw

are specific aspects like the configu
ration and

the control sub-system
s w

ere stu
died

. V
ariou

s sp
ecial-purpose controllers and

 infrastructure
configu

rations w
ere prep

ared
 to help to id

entify possible shortcom
ings. 

D
ifferent types of lim

itations w
ere fou

nd
 in consecutive test cycle phases. A

fter first having
overcom

e lim
itations d

ue to d
esign or im

plem
entation flaw

s, lim
its built into the u

nd
erlying

com
m

unication softw
are layer ILU

 and
 the und

erlying TC
P

/IP
 system

 configuration (e.g. the
m

axim
u

m
 nu

m
ber of allow

ed connections) w
ere reached. T

heir d
iscovery led

 to the d
evelop-

m
ent of sp

ecific solu
tions for the O

nline Softw
are situ

ation. O
ther lim

its concerned
 op

erating
system

 param
eters and

 therefore required
 tuning of the operating system

 and
 the use of alterna-

tive system
 calls to realize an O

nline Softw
are system

 of the size of the final A
T

LA
S system

. T
he

successfu
l results show

ed
 that the current O

nline Softw
are system

 already scales to the size of
the final A

T
L

A
S system

 as show
n in Section

10.5.4.1. D
etailed

 stud
ies of the results provid

ed
im

p
ortant feed

back on the architecture and d
esign in the context of the iterative d

evelopm
ent

process. O
ptim

ization shou
ld red

uce the d
em

and
 on the operating system

 and
 provid

e ad
di-
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tional safety m
argins. Furtherm

ore, error hand
ling and

 fault tolerance asp
ects w

ill have to be
extend

ed
 and

 the u
ser interface ad

ap
ted

.

10.6.2
E

vent F
ilter S

o
ftw

are tests in
vo

lvin
g

 th
e O

n
lin

e S
o

ftw
are

T
he E

vent Filter is im
plem

ented
 as softw

are p
rocesses running on a large processor farm

 w
hich

for reasons of practicality is sp
lit into a num

ber of su
b-farm

s. A
 prototype E

vent Filter sup
ervi-

sion system
, responsible for all aspects of softw

are task m
anagem

ent and control in the Event
Filter farm

, w
as successfully im

plem
ented

 using services from
 the prototype im

p
lem

entation of
the O

nline Softw
are. T

he prototype u
ses the O

nline Softw
are C

onfiguration D
atabase, R

un
C

ontrol system
, and

 Sup
ervisor.

T
he run controllers are arranged

 in a hierarchical tree w
ith one run controller per su

b-farm
w

hich collaborates w
ith a sub-farm

 Su
pervisor to control and

 m
onitor the E

vent Filter p
rocesses

in the sub-farm
. T

he top
-level of the hierarchy consists of a Supervisor w

hich is resp
onsible for

controlling and
 m

onitoring the p
rocesses in the sup

ervision infrastructure only (su
b-farm

 R
un

C
ontrollers and

 su
b-farm

 Supervisors) and a root R
un C

ontroller. N
ote that in the O

nline Soft-
w

are p
rototype only one Su

pervisor process w
ould norm

ally be u
sed

 to start all processes de-
scribed

 in the configuration d
atabase. For better scalability, the use of m

ultiple Su
pervisors w

as
tested

. T
his has led

 to a m
u

ch m
ore scalable system

 w
hich com

p
lies at least in part w

ith the pro-
p

osed
 fu

ture design of the O
nline Softw

are to H
LT

 interface [10-20].

T
he scalability of the p

rototype system
 w

as tested
 at the sam

e tim
e and

 u
sing the sam

e clu
ster

as that u
sed

 for the latest O
nline Softw

are scalability tests d
escribed

 in Section
10.6.1. Tw

o types
of configuration em

u
lating E

vent Filter farm
s w

ere stud
ied:

•
T

he total num
ber of processing hosts w

as kep
t constant (~

200) but split into d
iffering

num
bers of sub-farm

s (3, 8, 20).

•
T

he nu
m

ber of su
b-farm

s w
as kept constant (10) and

 the num
ber of hosts per su

b-farm
w

as varied
 (5, 10, 20).

E
ach sub-farm

 p
rocessing host ran tw

o filtering tasks. In the largest configu
rations stu

d
ied

,
m

ore than 1000 processes w
ere under the control of the prototyp

e E
vent Filter Su

pervision sys-
tem

, rep
resenting about 10–20%

 of the E
F system

 w
hich w

ill be used for the first A
TL

A
S run.

D
etailed results are given in [10-21]. A

ll the configurations stu
died

 could be successfully
launched, m

arshalled
 throu

gh the run control sequence, and shut d
ow

n. T
he only operation re-

quiring a non-negligible am
ou

nt of tim
e w

as the initialization of the online infrastructure. H
ow

-
ever, this is d

one only once p
er data-taking period and

 therefore is not very significant.
N

evertheless the O
nline Softw

are team
 add

ressed it in the d
esign presented

 above. A
ll other

ru
n control transitions are p

erform
ed

 in a reliable and sufficiently rapid
 w

ay. O
bserved transi-

tion tim
es vary from

 0.1
s to abou

t 3
s, d

epending on the natu
re of the executed

 transition. N
ote

that these tim
es are a com

bination of the E
vent Filter sp

ecific activities requ
ired

 at each transi-
tion and

 im
plem

ented
 in the sub-farm

 R
un C

ontrollers, plus the O
nline Softw

are overhead
.

O
w

ing to the tree architecture of the control system
, the transition tim

es do not strongly dep
end

on the num
ber of controlled

 hosts. A
 lim

itation w
as fou

nd
 in the u

sage of the C
onfiguration D

a-
tabase w

hich should
 be better ad

apted
 to the use of a large nu

m
ber of sim

ilar, bu
t not id

entical,
d

evices: these devices are likely to be changed d
uring d

ata-taking activities (add
ed

 to or re-
m

oved
 from

 the configuration, for exam
ple, to cop

e w
ith hard

w
are failu

res) and this operation
shou

ld
 not interfere w

ith the p
rocess of d

ata taking. A
 d

edicated user interface w
as d

eveloped
to hid

e the com
plexity of the current im

p
lem

entation of the und
erlying configuration database.
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In the d
esign of the configuration databases presented

 above in Section
10.4.3 m

ost of the issues
raised

 here are alread
y ad

d
ressed

. A
 closer integration of this user interface w

ith that provid
ed

by the O
nline Softw

are is foreseen.

Suggested m
odifications, as exp

lained
 above, w

ere taken into accou
nt in the design presented

earlier in this chapter and
 the O

nline Softw
are is therefore quite ad

equ
ate for the control of the

E
vent Filter. 

10.6.3
D

eploym
ent in test beam

M
ajor releases of the current O

nline Softw
are have been in use in three test beam

 op
eration pe-

riod
s since su

m
m

er 2000. T
his allow

ed it to ru
n under realistic cond

itions w
ith the d

etectors
sim

ilar to the L
H

C
 ones and

 w
ith physics triggers. V

aluable feedback on the behaviour of the
prototyp

e softw
are w

as gathered
 and

 has led
 to im

provem
ents in d

esign and
 im

p
lem

entation.
D

etails can be fou
nd

 in [10-22].
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11
D

C
S

11.1
Intro

du
ctio

n

T
he princip

le task of D
C

S is to enable the coherent and
 safe operation of the A

T
LA

S d
etector.

A
ll actions initiated

 by the operator and
 all errors, w

arnings and
 alarm

s concerning the hard-
w

are of the d
etector are handled

 by the D
C

S. For the operation of the experim
ent d

uring d
ata

taking, a close interaction w
ith the D

A
Q

 system
 is of prim

e im
p

ortance. Safety asp
ects are not

the resp
onsibility of D

C
S. They are ad

dressed
 by a d

ed
icated

 D
etector Safety System

 (D
SS) and

the global C
ER

N
-w

ide safety system
, both of w

hich D
C

S com
m

unicates w
ith.

A
 Joint C

ontrols Project (JC
O

P) [11-1] has been set up at C
E

R
N

 to ad
dress com

m
on p

oints of
controls for the fou

r L
H

C
 exp

erim
ents. D

etails of the scop
e and

 the responsibilities of JC
O

P are
at p

resent still being discu
ssed.

In this chapter, first the architecture and
 the logical organisation of D

C
S are explained

. T
hen fol-

low
 d

escriptions of the d
ifferent com

ponents and their interconnections. T
his lead

s to a d
iscu

s-
sion of the fu

ll read
-out chain and its p

erform
ance and som

e applications are given as
exam

p
les. Finally, the com

m
u

nication of D
C

S w
ith D

A
Q

 and w
ith system

s external to A
T

LA
S is

d
iscussed

.

11.2
O

rgan
izatio

n o
f th

e D
C

S

T
he architectu

re of the D
C

S and
 the technologies used

 for its im
plem

entation are constrained by
both functional reasons and environm

ental aspects. T
he D

C
S consists of a d

istributed
 B

ack-E
nd

(B
E) system

 running on P
C

s and
 of the different Front-E

nd
 (FE

) system
s. T

he B
E

 w
ill be im

p
le-

m
ented w

ith a com
m

ercial Supervisory C
ontrol A

nd
 D

ata A
cqu

isition system
 (SC

A
D

A
). The

D
C

S FE
 instrum

entation consists of a w
ide variety of equipm

ent, ranging from
 sim

ple elem
ents

like sensors and actuators up
 to com

plex Front-E
nd

 C
ontrollers (FE

C
) for specialized

 tasks. The
connection betw

een FE and B
E

 is p
rovid

ed by field
bu

s or LA
N

.

T
he equip

m
ent of the D

C
S w

ill be geographically d
istribu

ted
 in three areas as schem

atically
show

n in Figure
11-1: the m

ain control room
 SC

X
1 at the su

rface of the installations, the und
er-

ground
 electronics room

s U
SA

15 and
 U

S15, and
 the cavern of the detector, U

X
15. U

SA
15 and

U
S15 are equivalent w

ith the excep
tion, that the first is accessible to p

ersonal d
u

ring beam
 oper-

ation. The SC
A

D
A

 com
ponents w

ill be distributed over the m
ain control and

 the electronics
room

s, w
hile the FE

 equipm
ent w

ill be p
laced in U

SA
15, U

S15, and U
X

15. T
he relative inde-

p
end

ence of the op
eration of the subd

etectors lead
s to the hierarchical organisation show

n in
Figure

11-1. In add
ition to the subd

etectors exists a p
art for C

om
m

on Infrastructure C
ontrols

(C
IC

) w
hich m

onitors services provid
ed

 to the experim
ent as a w

hole, like electricity or ventila-
tion, and

 it supervises equipm
ent w

hich is in com
m

on to several subdetectors like electronics
racks.

T
he FE

 electronics in U
X

15 is exposed
 to a strong m

agnetic field
 of u

p to 1.5
Tesla and

 to ionis-
ing rad

iation. T
he D

C
S FE equipm

ent w
ill be located

 outsid
e of the calorim

eters, w
here the

d
ose rate is of the ord

er of 1
G

ray/
year or less. T

his p
erm

its the use of selected
 com

m
ercial

C
om

ponents O
f T

he Shelf (C
O

T
S), w

hich how
ever have to be ind

ividu
ally qu

alified
 for rad

ia-
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tion follow
ing the ‘A

LTA
S P

olicy on R
ad

iation Tolerant D
evices’ [11-2]. FE equipm

ent w
hich

can not op
erate u

nd
er these cond

itions like processors-based
 d

evices (e.g. FE
C

) or som
e types

of p
ow

er supp
lies can be accom

m
od

ated
 in the electronics room

s.

T
he B

E
 system

 consists essentially of P
C

s and is organized
 in a tree like structure w

ith several
levels and w

ill be described in detail in Section
11.4. T

he highest level w
hich is situ

ated
 in the

control room
 provid

es all the tools needed
 for the integrated

 operation of the detector as a
w

hole, like the operator interface, the alarm
 system

 and
 variou

s servers. T
he w

orkstation in the
levels below

 provid
e the online d

ata and
 com

m
and

 handling and
 full stand

-alone operation ca-
pability for each subd

etector. T
his gives operational ind

epend
ence to the subd

etectors w
hen

need
ed

, e.g. for com
m

issioning, d
ebugging or calibration. T

he connection betw
een all PC

s of
the BE

 over a LA
N

 is part of the SC
A

D
A

 softw
are.

11.3
Fron

t-E
nd

 system

T
he front-end equipm

ent connects d
irectly to the d

etector hard
w

are. It com
p

rises sensors and
actuators, digitisers, controllers and

 processors, com
m

ercial d
evices, and

 stand-alone com
puter-

based system
s. C

oncerning m
onitoring, the FE

 read
s and

 d
igitises valu

es, processes them
 in

som
e cases and

 transfers the d
ata to the B

E
. It also execu

tes the com
m

and
s, w

hich it receives
from

 the B
E

. The FE
 D

C
S of the su

bd
etectors is the responsibility of the su

bd
etector grou

ps and
is d

escribed
 in their T

D
R

s. It consists of tw
o categories of equ

ip
m

ent, one being m
ore general

pu
rpose and

 w
idely u

sed
 in A

TL
A

S and
 one being m

ore specialised
 for a d

ed
icated

 task. T
he

first class is d
escribed

 in this T
D

R
 w

hereas for the second
 only the m

ethod and
 the p

oint of con-
nection to the B

E is given here.

F
ig

u
re

11-1  G
eographical deploym

ent of the D
C

S
.

som
e changes needed to this figure

E
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T
he FE

 equipm
ent is distributed over the w

hole volu
m

e of the d
etector w

ith cable distances of
u

p to 200
m

. Tw
o conflicting aspects constrain the distribu

tion und
ergrou

nd
. B

ecau
se of the ra-

d
iation level, the m

agnetic field, the lim
ited

 space available, and
 the inaccessibility of U

X
15 d

ur-
ing beam

 tim
e, it is preferable to locate the equ

ip
m

ent in the electronics room
s. H

ow
ever,

com
p

lexity, cost and
 technical d

ifficu
lties of cabling su

ggest cond
ensing the data as m

u
ch as

p
ossible in U

X
15 and

 transferring only the results to U
SA

15 or U
S15.

T
he harsh environm

ent in the cavern lim
its the types of technologies that m

ay be u
sed

. For d
ata

transm
ission to the B

E
 the C

A
N

 field
bus [11-1] has been chosen am

ongst the C
E

R
N

-recom
-

m
end

ed
 field

bu
ses. C

A
N

 equipm
ent is very robust, has excellent error detection and

 recovery,
can be used over large distributed areas, d

oes not u
se com

p
onents sensitive to m

agnetic field
and

 has good
 su

pport from
 ind

u
stry.

11.3.1
E

m
b

ed
ded

 local m
on

ito
r b

oard

A
n electronics m

od
u

le called E
m

bedd
ed

 L
ocal M

onitor B
oard

 (E
L

M
B

) [11-4] has been d
evel-

oped
 for standard

 analogue and
 d

igital inpu
t and outp

ut. N
o such com

m
ercial d

evices exist,
w

hich can operate in the hostile environm
ent in the cavern. A

lso because of cost —
 several

100.000 channels are need
ed —

 and
 sp

ace lim
itation an op

tim
ised

 d
esign w

as requ
ired

.

T
he EL

M
B

 is a single, cred
it card

 sized
 electronics board

 w
hich m

ay either be em
bed

d
ed into

custom
 front-end

 equipm
ent or be used

 in stand-alone m
ode. It com

prises 64 high-precision an-
alog input channels of 16-bit accuracy and

 it provid
es 8 digital input, 8 d

igital ou
tpu

t and
 8 con-

figurable (either inp
ut or output) lines. Its serial p

ort can d
rive ad

ditional d
evices like a d

igital-
to-analogu

e converter. A
s it has very low

 pow
er consu

m
p

tion, it can be pow
ered

 from
 the elec-

tronics room
s via the field

bu
s cable.

T
he firm

w
are load

ed
 into the E

LM
B inclu

d
es both d

riving the inp
ut/

outp
ut functions and

 the
com

m
unication over the C

A
N

 field
 bus using the higher level protocol C

A
N

open. Stand
ard

configuration softw
are tools provide easy ‘plug and

 play’ fu
nctionality for the user. T

he E
L

M
B

fulfils the m
ajority of stand

ard
 I/

O
 requirem

ents of the A
TL

A
S su

bd
etector app

lications in
term

s of fu
nctionality, accuracy, and

 stability. It has been tested and
 qu

alified
 to operate in the

rad
iation and

 m
agnetic field

 environm
ent in U

X
15. Its error detection and

 recovery proced
ures

have been proven in long term
 operations w

ithout m
anu

al intervention.

Typ
ical app

lications of the E
LM

B
 are to directly read

/w
rite sensors and actuators or to control

m
ore com

plex d
evices like pow

er sup
plies, gas devices, cooling system

s, or w
hole d

etector ele-
m

ents like cham
bers. In the second

 class of ap
plications, the EL

M
B

 is norm
ally fu

lly integrated
in the d

evice. In several cases specialised
 E

L
M

B
 softw

are has been d
evelop

ed by the u
ser, w

hich
replaces its stand

ard
 firm

w
are.

11.3.2
O

ther F
E

 eq
uipm

ent

A
n effort is m

ad
e to stand

ard
ise FE d

evices like high voltage u
nits, low

 voltage pow
er sup

plies,
racks, PL

C
s etc. A

s all four L
H

C
 experim

ents have sim
ilar requ

irem
ents, such front-end

 equip-
m

ent w
ill be sup

ported
 in the fram

e of JC
O

P. T
his inclu

des generic tools and libraries for con-
figuration, d

ata read
-ou

t into the SC
A

D
A

, and general supervision and
 operation. T

he gas
system

s fall also in this category of equipm
ent.
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Specialised
, non-stand

ard
 FE

 equipm
ent like alignm

ent and
 calibration system

s is usually self-
contained

. O
ften large quantities of d

ata have to be read and
 to be processed

. The results are
then transm

itted
 to D

C
S for fu

rther treatm
ent, m

onitoring and
 storage. T

herefore for each su
ch

system
 a connection point and

 a protocol has to be defined
. T

his is in m
any cases TC

P
/IP

 over a
L

A
N

, bu
t also ded

icated
 d

rivers ru
nning in the BE

 w
ill be used.

11.4
Th

e B
ack-E

nd system

T
he functionality of the B

E system
 is tw

o-fold
: It acquires the data from

 the FE
 equipm

ent and
 it

offers sup
ervisory control functions, such as d

ata processing and
 analysis, display, storage and

archiving. It also provid
es hand

ling of com
m

and
s, m

essages and
 alarm

s.

T
he B

E
 system

 is organized
 hierarchically to m

ap the natural structure of the experim
ent into

subd
etectors, system

s and
 subsystem

s. T
he B

E hierarchy allow
s the d

ynam
ic splitting of the ex-

perim
ent into ind

ependent partitions as d
efined

 in Section
3.4, w

hich can be operated
 in stand

-
alone or integrated

 m
od

e. T
he operation of the d

ifferent subd
etectors w

ill be perform
ed by

m
eans of Finite State M

achines (FSM
), w

hich w
ill handle the states and

 transitions of the d
iffer-

ent parts of the D
C

S. T
he coord

ination of the d
ifferent partitions w

ill be perform
ed by m

eans of
com

m
and

s and m
essages. The com

m
and

 flow
 is dow

nw
ard

s, w
hereas the m

essage exchange
takes p

lace in either vertical d
irection w

ithin a partition. H
orizontal com

m
u

nication is norm
ally

not need
ed.

11.4.1
F

un
ction

al hierarch
y

In ord
er to provide the required

 functionality the B
E

 of the D
C

S w
ill be organized

 fu
nctionally

in three levels as show
n in Figu

re
11-2. O

verall op
eration of the d

etector can be p
erform

ed
 at the

level of the G
lobal C

ontrol Station (G
C

S), w
hile data processing and com

m
and execu

tion are
hand

led
 at the low

er levels. A
rchiving of d

ata and alarm
s and

 logging of com
m

and
s and

 inci-
d

ents w
ill be provid

ed
 at every level. R

em
ote access to a w

ell-d
efined set of actions to be per-

form
ed

 by the tw
o u

pper levels of the BE
 hierarchy w

ill also be p
rovided

 subject to p
roper

access authorization. 

F
ig

u
re

11-2  H
ierarchical organization of the B

ack-E
nd system

 of the D
C

S
 in three functional layers
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G
lo

b
al C

o
n

tro
l S

tatio
n

s

T
he overall control of the detector w

ill be p
erform

ed
 at the top level of the B

E system
, w

hich
consists of the G

lobal C
ontrol Stations. T

hey provid
e high level m

onitoring and
 control of all

subd
etectors and

 of the technical infrastructu
re. D

etailed
 control of the subdetectors is p

rovid
ed

only at the next low
er level. T

he fu
nctions p

erform
ed

 by the G
C

S are the follow
ing. They as-

sem
ble all status inform

ation available and
 p

resent it to the operator in a hierarchical fashion.
A

ll anom
alies of operation like w

arnings, alarm
s etc. are collected, displayed and

 archived
. A

c-
tions from

 the op
erator like acknow

led
gem

ents can be requested
. T

he G
C

S m
ay trigger actions

them
selves or ask the operator to d

o so. A
ny param

eter in the system
 can be insp

ected
 at real-

tim
e and

 its history can be d
isplayed

. T
his also inclu

des brow
sing of log files. Pre-d

efined
 com

-
m

and
s can be given to the subdetectors and

 to their subsystem
. Settings can be changed for se-

lected param
eters. T

he D
C

S Inform
ation Service (D

C
S_IS) hand

les the com
m

u
nication w

ith
external system

s like the L
H

C
 accelerator, the C

ER
N

 infrastructure, the m
agnets, and the D

etec-
tor Safety System

. W
eb access and

 d
atabase services w

ill be hand
led

 by d
ed

icated
 servers. B

i-d
i-

rectional d
ata exchange betw

een the D
C

S and
 the T

D
A

Q
 system

 w
ill be possible at this level

bu
t com

m
and

s from
 TD

A
Q

 w
ill only be sent to the level below

.

S
u

b
d

etecto
r C

o
n

tro
l S

tatio
n

s

T
he Subd

etector C
ontrol Stations (SC

S) form
 the m

id
dle level of the B

E
 hierarchy. There w

ill be
one SC

S per subd
etector and

 an ad
d

itional SC
S to hand

le the m
onitoring of the com

m
on infra-

structure of the exp
erim

ent, the C
IC

. T
he latter w

ill be directly interfaced
 w

ith the D
C

S_IS in the
level above. A

ll actions on a given subdetector w
hich are p

ossible from
 the G

lobal C
ontrol Sta-

tions are provid
ed at this level as w

ell. In ad
dition, the SC

S allow
s the fu

ll, local operation of the
subd

etector by m
eans of ded

icated
 grap

hical interfaces. T
he SC

S also handles the com
m

u
nica-

tion w
ith the services of the layer above. It is foreseen to have a d

irect connection from
 the SC

S
to the D

C
S_IS to p

rovide the d
ifferent SC

Ss w
ith the status of the external system

s, as w
ell as

w
ith the environm

ental param
eters of the com

m
on infrastru

ctu
re. The SC

S handle the co-ord
i-

nation of all subsystem
s in the layer below

 and
 they are resp

onsible for the valid
ation of all

com
m

and
s, w

hich are issued
 either by the G

C
S or from

 the T
D

A
Q

 run control. They translate
global com

m
ands like to ram

p u
p a high voltage system

 into d
etailed

 com
m

and
s e.g. for the in-

d
ivid

ual pow
er sup

plies and
 send

 these to the level below
 for execution. T

hey assem
ble the

overall status of the subd
etector and

 pass it on to the G
C

S and
 to T

D
A

Q
. Param

eters can be ar-
chived and com

m
and

s and incidents can be logged.

L
o

cal C
o

n
tro

l S
tatio

n
s

T
he bottom

 level of the BE
 hierarchy is constitu

ted
 by the Local C

ontrol Stations (L
C

S), w
hich

hand
le the low

 level m
onitoring and control of the d

ifferent system
s and services of the d

etec-
tor. The organization of this level for a given su

bd
etector can be accord

ing to either geographi-
cal or functional criteria. T

he form
er follow

s the top
ological com

p
osition of the subdetector in

e.g. barrel, end-cap
 etc., w

hereas the latter com
bines fu

nctions or services of the subd
etector,

like cooling, high-voltage, etc. in one L
C

S. T
his level of the hierarchy is d

irectly interfaced to the
FE system

. B
esid

es the read
-ou

t and
 control of the equipm

ent, it also p
erform

s calculations and
fine calibration of the raw

 d
ata from

 the FE
 and

 com
parison of the values w

ith p
reconfigu

red
threshold

s for the alarm
 handling. T

he stations placed
 at this level w

ill execute the com
m

ands
received from

 the SC
S in the layer above and they can also execu

te autonom
ously predefined

actions if required
.

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

190
11

  D
C

S

11.4.2
S

C
A

D
A

SC
A

D
A

 system
s are com

m
ercial softw

are packages norm
ally used

 for the su
pervision of ind

u
s-

trial installations. T
hey gather inform

ation from
 the p

rocess control layer, process these d
ata

and
 present them

 to the operator.

B
esid

es the basic functionalities like H
u

m
an M

achine Interface (H
M

I), alarm
 handling, archiv-

ing, trend
ing or access control, SC

A
D

A
 produ

cts also provid
e a set of interfaces to hard

w
are,

e.g. fieldbuses and PL
C

s, and
 to softw

are, e.g. A
p

plication P
rogram

 Interface (A
P

I) to com
m

u-
nicate w

ith external ap
plications, or connectivity to external d

ata bases via the O
pen or Java

D
ata B

ase C
onnectivity (O

B
D

C
 and

 JD
B

C
 respectively) p

rotocols.

SC
A

D
A

 prod
u

cts provide a stand
ard

 fram
ew

ork for d
eveloping applications and

 lead
 in this

w
ay to a hom

ogeneous D
C

S. T
his saves also developm

ent and
 m

aintenance effort red
u

cing the
w

ork for the su
bd

etector team
s. In ad

d
ition, they follow

 the evolution of the m
arket, allow

ing
to profit form

 the ad
vancem

ents in technology like op
erating system

 or processor platform
s.

11.4.3
P

V
S

S
-II

A
 m

ajor evalu
ation exercise of SC

A
D

A
 produ

cts [11-5] w
as perform

ed at C
ER

N
 in the fram

e-
w

ork of JC
O

P, w
hich con

clud
ed w

ith the selection
 of P

V
SS-II [11-6] from

 the com
p

any ET
M

.
T

his p
rod

uct w
ill be used

 for the im
plem

entation of the BE
 system

s of the fou
r L

H
C

 experi-
m

ents.

PV
SS-II is d

evice-oriented
, w

here process variables that belong logically together are com
bined

in hierarchically structured d
ata-points. D

evice-oriented p
rod

ucts ad
opt m

any properties like
inheritance and

 instantiation from
 object-oriented program

m
ing languages. T

hese features fa-
cilitate the p

artitioning and
 scalability of the ap

plication. PV
SS-II includ

es a pow
erful A

PI. A
d

river d
evelop

m
ent toolkit is also available to interface to custom

 app
lications or special equip-

m
ent.

PV
SS-II is designed

 as a d
istribu

ted
 system

. T
he single tasks are p

erform
ed

 by sp
ecial program

m
odu

les called
 m

anagers. T
he com

m
unication am

ong them
 takes p

lace accord
ing to the client-

server principle, using the T
C

P/
IP

 protocol. T
he internal com

m
u

nication m
echanism

 of the
produ

ct is entirely event-d
riven. T

his characteristic m
akes P

V
SS-II specially app

ropriate for d
e-

tector control since system
s w

hich p
oll data valu

es and
 status at fixed

 intervals, p
resent too big

an overhead and have too long reaction tim
es resulting in lack of perform

ance.

T
he m

anagers can be d
istribu

ted
 over d

ifferent PC
s running either M

icrosoft W
ind

ow
s or

L
inux. T

he com
m

u
nication betw

een them
 is internally handled

 by PV
SS-II. T

his has been an im
-

portant point in the selection of this p
rod

uct since the D
A

Q
 system

 of the A
T

L
A

S experim
ent is

being developed
 entirely u

nd
er L

inux.

PV
SS-II allow

s to split the supervisory softw
are into sm

aller applications com
m

u
nicating over

the netw
ork as it is im

posed by the d
istribution of the D

C
S equipm

ent over d
ifferent locations.

11.4.4
P

V
S

S
-II fram

ew
ork

P
V

SS-II has p
roven to be a good basis to bu

ild the L
H

C
 exp

erim
ent controls. It m

isses how
ever

som
e functionality required

 for controlling high energy physics d
etectors and

 som
e generic
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tools and
 libraries are need

ed
 to develop an hom

ogeneou
s and coherent system

. T
herefore an

engineering fram
ew

ork on top
 of PV

SS-II is being d
evelop

ed in the context of JC
O

P. This com
-

p
rises a set of gu

id
elines, tools, libraries and com

ponents need
ed by all four L

H
C

 experim
ents.

T
his fram

ew
ork w

ill lead
 to a significant red

uction in the d
evelopm

ent and
 m

aintenance w
ork

to be d
one by the subdetector team

s and
 to a m

ore hom
ogeneous system

. It also ad
d

resses qu
es-

tions of interop
erability of the different com

p
onents.

T
his fram

ew
ork includ

es p
rogram

s to create the read
-ou

t structure for standardized
 d

evices
such as high voltage system

s and
 to configure them

. O
p

erational tools for d
isp

laying d
ata or

alarm
s are also in its scope, as w

ell as d
rivers to connect com

m
only used hard

w
are and soft-

w
are.

T
he E

LM
B

 has been integrated
 into P

V
SS as a com

ponent of the JC
O

P
 fram

ew
ork in ord

er to fa-
cilitate the usability of the E

L
M

B
 and

 to ensu
re the hom

ogeneity of the SC
A

D
A

 softw
are. The

E
L

M
B

 com
ponent provid

es all PV
SS infrastru

ctu
re need

ed
 to set up and to operate the E

L
M

B
. It

also com
prises a so-called

 ‘top-dow
n’ configuration tool, w

hich hand
les the configuration of the

softw
are interface of the EL

M
B to the B

E.

Som
e services, tools and even ap

plications can be com
m

on for all PV
SS-II stations in the B

E
. E

x-
am

ples are access to the cond
itions d

ata base, ad
vanced

 data d
isplay, or the alarm

 system
.

T
hese are also expected to be p

rovided
 by this fram

ew
ork.

11.5
Integratio

n o
f F

ro
nt-end

 and
 B

ack-en
d

Several m
ethod

s are p
ossible for the connection betw

een the B
E

 and
 the FE

 system
s:

•
D

ed
icated

 d
river: PV

SS-II provid
es drivers for m

od
bu

s d
evices, PR

O
FIBU

S and
 som

e
other hard

w
are. It also contains a d

river d
evelopm

ent toolkit w
hich allow

s users to w
rite

a d
river for their special hard

w
are.

•
O

PC
 client-server connection: O

PC
 [11-7], w

hich is the abbreviation for ‘O
bject linking

and em
bedd

ing for Process C
ontrol’, is a w

idely used ind
ustrial stand

ard
. M

ost com
m

er-
cial L

ow
 and

 H
igh voltage system

s are su
pplied w

ith an O
PC

 server.

•
D

IM
 softw

are: D
IM

, w
hich is the abbreviation for ‘D

istributed
 Inform

ation M
anager’ has

been d
evelop

ed at C
E

R
N

. It is a com
m

unication system
 for d

istributed
 and m

u
lti-plat-

form
 environm

ents and provid
es a netw

ork transp
arent inter-process com

m
unication

layer.

D
u

e to its w
id

e sp
read

 usage and
 the good

 ind
ustrial su

pport, O
PC

 has been chosen as the m
ain

interface from
 the SC

A
D

A
 to hard

w
are d

evices. T
he m

ain pu
rpose of this standard is to provid

e
the m

echanism
 for com

m
unicating w

ith num
erou

s d
ata sources. O

P
C

 is based on the D
C

O
M

technology of M
icrosoft and hence requires the W

ind
ow

s operating system
. T

he sp
ecification of

this stand
ard

 d
escribes the O

PC
 O

bjects and
 their interfaces im

plem
ented

 by the O
PC

 server.
T

he architectu
re and

 specification of the interface w
as d

esigned to facilitate clients interfacing to
rem

ote server. A
n O

PC
 client can connect to m

ore than one O
PC

 Server, in turn an O
P

C
 Server

can serve several O
PC

 clients. C
onsequ

ently all O
P

C
 objects are accessed

 through interfaces.
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11.5.1
O

P
C

 C
A

N
o

p
en

 server

C
A

N
op

en, w
hich is u

sed
 by the E

L
M

B
, is a high level protocol for the C

A
N

-bus com
m

u
nica-

tion. T
his protocol is w

id
ely used

 as w
ell. C

A
N

open stand
ard

izes the types of C
A

N
-bu

s m
es-

sages and d
efines the m

eaning of them
. It allow

s to use the sam
e softw

are for m
anaging C

A
N

nod
es of d

ifferent typ
es and

 from
 different m

anu
facturers. Several C

A
N

op
en servers exist on

the com
m

ercial m
arket. B

u
t all of them

 are tailored to specific hard
w

are interface card
s and

 they
provid

e only a su
bset of the C

A
N

open fu
nctionality required

 by the E
L

M
B

. For these reasons,
an O

PC
 C

A
N

op
en server has been d

eveloped
 to connect the E

L
M

B
 to SC

A
D

A
.

T
his O

PC
 C

A
N

open server w
orks as the C

A
N

open m
aster of the bus, handling netw

ork m
an-

agem
ent tasks, nod

e configu
ration and

 d
ata transm

ission to the O
P

C
 client. It consists of tw

o
parts.

•
T

he m
ain part contains the O

P
C

 functions prop
er. It im

plem
ents all the O

P
C

 interfaces
and

 m
ain loops. A

ny ap
plication interacts w

ith this part throu
gh interfaces. T

he C
A

N
-

open O
P

C
 server transm

its d
ata to a client only on change, w

hich resu
lts in a su

bstantial
redu

ction of d
ata traffic.

•
T

he second p
art is hardw

are d
ep

end
ent. It com

m
u

nicates w
ith the C

A
N

 bu
s d

river of the
C

A
N

 interface card chosen and
 controls the C

A
N

open d
evices.

Several bu
ses w

ith u
p to 127 nodes each, in accord

ance w
ith the C

A
N

open protocol, can be op-
erated

 by this O
PC

 C
A

N
open server. T

he system
 topology in term

s of netw
orks and

 nod
es per

bu
s is m

od
elled

 at start up tim
e in the ad

d
ress space of the O

P
C

 C
A

N
op

en server from
 a config-

uration file, w
hich is created

 by the E
L

M
B

 configuration tool m
entioned in Section

11.4.4.

11.6
R

ead
-ou

t ch
ain

T
he com

p
lete stand

ard
 read

-out chain [11-8] ranges from
 the I/

O
 point, e.g. sensor or actu

ator,
to the operator interface and

 is com
p

osed
 of the elem

ents d
escribed

 above: E
L

M
B

, C
A

N
open

O
P

C
 Server and

 PV
SS-II. In ad

d
ition to the d

ata transfer, it also com
prises tools to m

anage the
configu

ration and
 the settings and

 status of the bus. PV
SS-II m

odels the system
 top

ology in
term

s of C
A

N
bus, E

LM
B

 and
 sensor in its internal d

atabase by d
ata-p

oints. T
hese d

ata-p
oints

are connected
 to the corresp

ond
ing item

s in the O
P

C
 server in ord

er to send the ap
prop

riate
C

A
N

op
en m

essage to the bus. In tu
rn, w

hen an EL
M

B
 send

s a C
A

N
open fram

e to the bus, the
O

P
C

 server decodes it and
 sets the respective item

 in its ad
d

ress space, w
hich transm

its the in-
form

ation to a d
ata-point in PV

SS. T
he d

ifferent elem
ents of the read

-ou
t chain p

erform
 the

functions described
 below

.

T
he EL

M
B

 d
igitises the analogu

e inp
uts and

 d
rives the digital input and

 output lines. D
ifferent

settings can be applied to the A
D

C
, includ

ing choosing as d
ata outp

ut form
at either raw

 counts
or calibrated m

icro-V
olts. D

ata are sent either on requ
est from

 the sup
ervisor, or at predefined

intervals, or w
hen they have changed. A

s the E
LM

B
 is in m

ost cases exp
osed

 to ionizing radia-
tion, its firm

w
are checks also for possible radiation-ind

uced
 errors (e.g. m

em
ory or register

changes) and
 tries to correct them

.

T
he O

P
C

 server transm
its data together w

ith quality inform
ation as soon as they have changed

.
It can optionally p

erform
 calculations, e.g. converting the d

ata into physical quantities in app
ro-

priate u
nits.
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T
he SC

A
D

A
 system

app
lies the ind

ivid
ual calibration p

roced
ures and

 com
pares the d

ata w
ith

p
re-defined

 threshold
s. In this w

ay w
arnings, alarm

s, and
 au

tom
atic actions are established

.
T

he SC
A

D
A

 also archives the d
ata and

 allow
s their visu

alisation.

11.6.1
P

erform
ance of th

e D
C

S
 readout chain

To investigate the p
erform

ance and the scalability of the D
C

S read-out chain up
 to the size re-

quired
 by A

T
L

A
S, a C

A
N

bu
s system

 consisting of 6 C
A

N
bu

ses w
ith 32 EL

M
B

s each w
as set u

p
[11-8].

T
he aim

 w
as to stud

y the behaviour of the system
 in ord

er to op
tim

ise the read-out param
eters

and to find
 the perform

ance lim
its of such a read

-ou
t chain. T

hese lim
its d

efine the granu
larity

of the system
 in term

s of nu
m

ber of E
LM

B p
er C

A
N

bu
s and

 the num
ber of buses per P

V
SS sys-

tem
. In particular, the follow

ing w
as investigated

:
•

R
em

ote pow
ering of the E

LM
B nod

es via the bus. T
he rad

iation levels in the d
etector

cavern force the pow
er supp

lies to be p
laced

 in the u
nd

ergrou
nd

 electronics room
s.

Therefore, the pow
er for the nod

es w
ill have to be fed rem

otely via the C
A

N
bus w

ith
distances up

 to 150
m

.

•
Bu

s load
, w

hich d
eterm

ines the num
ber of nod

es per bus. T
he d

ata traffic on the bus
has to be uniform

ly d
istributed

 over tim
e in ord

er to keep
 the bus load

 low
 und

er
norm

al operation. In A
T

LA
S the bus occupancy should

 be kept w
ell below

 60%
, even

du
ring p

eak tim
es.

•
O

ptim
ization of the w

ork balance am
ongst the different processing elem

ents in the
read

-ou
t chain. T

he functions to be p
erform

ed
 by the EL

M
B

, C
A

N
open O

P
C

 server
and

 PV
SS have to be evenly d

istribu
ted

 to ensure adequate load
 of each of these

com
ponents and to avoid bottle-necks.

•
O

ptim
ization of the system

 p
erform

ance by tuning the d
ifferent softw

are settings such
as up

date rates for O
P

C
 and

 the read-out frequency.

•
D

eterm
ination of the overall read

-ou
t speed

.

T
he setup em

p
loyed in the test is show

n in Figure
11-3. T

he system
 of C

A
N

bu
ses w

as operated
from

 P
V

SS-II using the C
A

N
op

en O
PC

 server and
 a C

A
N

 interface from
 the com

p
any K

vaser
[11-9], w

hich is the choice for final A
T

LA
S. T

he bus lengths w
ere 350m

 in all cases, in order to
fulfil the A

T
L

A
S requ

irem
ents w

ith a broad
 m

argin. U
p to 32 EL

M
B

s w
ere connected

 at the end
of each C

A
N

bus. T
he total nu

m
ber of channels in this system

 w
as 12288 analog inputs, 3072

d
igital ou

tpu
ts, and 1536 d

igital inputs. It is im
p

ortant to note that the nu
m

ber of channels in
the set up d

escribed
 here is com

parable to som
e large applications in A

T
L

A
S. D

uring the test,
the read-out rate w

as increased in order to push the system
 to the lim

it. W
hen big bursts of d

ata
arrive at P

V
SS-II very rapidly, the d

ifferent m
essages can be internally buffered

. Tw
o d

ifferent
situations can be distingu

ished
:

•
‘Steady run’, w

here all m
essages sent by the E

LM
Bs to the bus are stored to the PV

SS-II da-
tabase and

 are processed
 in real tim

e, i.e. no bu
ffering takes p

lace at the P
V

SS-II or O
P

C
level. 

•
‘A

valanche run’, w
here the fastest p

ossible read
-ou

t rate is m
aintained

 for a certain period
of tim

e, typ
ically a few

 m
inutes. U

nd
er these circum

stances, although all m
essages are ar-

chived to the P
V

SS database, the d
ata flow

 is so high, that m
essages cannot be treated in

real tim
e. T

hey are bu
ffered at the SC

A
D

A
 level, leading to an increase in the m

em
ory u

s-
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age. It is im
portant to note that although long term

 operation und
er these cond

itions
w

ould not be possible, such a situ
ation can occu

r in case of m
ajor problem

s of the equip-
m

ent m
on

itored
, like pow

er cu
ts, w

hen all param
eters change at the sam

e tim
e. T

he read
-

out system
 m

u
st be able to hand

le this for a short p
eriod

 of tim
e and

 to recover from
 it.

For the system
 described

, a read
-out of 30s w

as m
easured in order to m

eet the cond
itions of a

‘steady run’. W
hen allow

ing bu
ffering, i.e. an ‘avalanche run’, a fu

ll read
-ou

t cycle cou
ld

 be done
every 8s for several m

inutes. T
he exam

ination of the C
P

U
 usage show

ed that in both cases the
lim

itation is the C
P

U
 w

ork load
 d

ue to the P
V

SS-II m
anagers. T

hese results ind
icate that the op-

eration of the read
-out is constrained

 by the p
erform

ance of PV
SS-II. It has to be pointed

 out,
that the situ

ation d
escribed

 is the w
orst case possible. D

uring norm
al operation d

ata w
ill be

sent only w
hen they change, i.e. they are even d

istribu
ted

 over tim
e, and can be treated in real

tim
e.

11.6.2
L

on
g term

 o
peration

 of the read-ou
t ch

ain

T
he D

C
S has to operate w

ithou
t any interru

ption and
 m

u
st hence recover autom

atically from
any errors, includ

ing those ind
u

ced
 by rad

iation. T
he long-term

 operation of the full read
-out

chain w
as tested

 w
ith a nu

m
ber of E

L
M

B
s in a rad

iation environm
ent sim

ilar in com
position to

the one expected in the A
T

LA
S cavern, though at a m

u
ch greater d

ose rate [11-10]. This environ-
m

ent allow
s to test the variou

s error recovery proced
ures im

plem
ented

 at the different levels of
the read-out. A

 C
A

N
 bus of m

ore than 100
m

 w
as connected

 to a PC
 running the standard read

-
out chain. T

he test ran perm
anently for m

ore than tw
o m

onths, w
hich is equ

ivalent to abou
t 300

years of operation of an EL
M

B
 at the expected A

T
LA

S d
ose rate. T

he follow
ing precautions and

recovery proced
ures are im

p
lem

ented. T
he C

A
N

 controller in the E
LM

B
 ensu

res that m
essages

F
ig

u
re

11-3  E
LM

B
 full branch test setup. (To be changed: S

how
 bus m

ultiplicity)
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are sent correctly to the bus and w
ill take any necessary action if errors are detected

. Bit flips,
w

hich w
ere observed

 at the E
LM

B
 by special test softw

are, w
ere also handled

 correctly by the
E

L
M

B
 firm

w
are. The O

PC
 server ensu

res that all E
L

M
B

s on a bus are kept in the operational
state by m

onitoring all m
essages and

 send
ing a softw

are reset w
hen requ

ired
. A

t the highest
level, PV

SS scrip
ts w

ere u
tilized

 to d
etect an increase of the current consu

m
p

tion of the bus,
w

hich w
ou

ld be an ind
ication for d

am
age by rad

iation and
 to reset E

L
M

B
s if com

m
unication

w
as lost. T

hrou
gh this scrip

t the pow
er sup

ply for the bus w
as also controlled

 allow
ing for

hard
w

are resets by cycling the pow
er. The system

 ran stably w
ithout any user intervention for

the total tim
e of the test.

11.7
A

pp
lication

s

T
he com

p
onents and

 tools d
escribed

 above are used
 to build

 the ap
plications, w

hich control
and m

onitor the experim
ent equipm

ent. T
he applications for the supervision of the su

bd
etec-

tors are the responsibility of the subdetector group
s and

 are d
escribed

 in the relevant T
D

R
s and

in [11-12]. A
ll equipm

ent, w
hich does not belong directly to a subd

etector w
ill be sup

ervised by
the SC

S of the C
IC

, w
hich is hierarchically situated

 at the level of a su
bd

etector. It m
onitors the

subsystem
s d

escribed
 below

.

A
ll racks, both in the electronics room

s and in the cavern w
ill contain a control unit based

 on the
E

L
M

B
. It m

onitors the basic operational param
eters like tem

p
eratures, air flow

, cooling p
aram

e-
ters, etc. and

 also u
ser-d

efined
 p

aram
eters. Som

e racks w
ill have the option of controlling the

electric pow
er d

istribu
tion. T

he crates w
hich are hou

sed
 in these racks usually have their ow

n
controls interface.

G
eneral environm

ental param
eters like tem

perature, hum
idity, pressure, radiation level etc.

w
ill also be m

onitored
 by the C

IC
. Param

eters of the p
rim

ary cooling system
 also belong to this

category. T
he ind

ivid
ual subd

etector cooling distribution system
s how

ever are supervised by
the corresp

ond
ing subd

etector SC
S.

A
ll inform

ation collected
 is available to all other P

V
SS stations via the central D

C
S inform

ation
server. A

 su
bset of it w

ill also be transm
itted to the D

A
Q

.

11.8
C

on
nectio

n to
 D

A
Q

 

In ord
er to enable coherent operation and

 synchronisation betw
een D

C
S and

 D
A

Q
, com

m
uni-

cation betw
een these system

s w
ith the follow

ing functionality is p
rovid

ed
:

•
B

i-d
irectional exchange of d

ata, e.g. param
eter valu

es and
 status inform

ation

•
Tran

sm
ission

 of D
C

S m
essages to D

A
Q

, e.g. alarm
s and

 error m
essages

•
Send

ing of com
m

and
s from

 D
A

Q
 to D

C
S and

 provid
ing feedback abou

t their execu
tion

Follow
ing the concept of partitioning in D

A
Q

 the com
m

unication functionality requ
ired

 has to
be p

rovid
ed

 for each T
D

A
Q

 partition ind
ivid

ually, ind
epend

ent from
 other partitions.

T
he TD

A
Q

 O
nline softw

are package, d
escribed in the previous chap

ter, provid
es a series of

services for T
D

A
Q

 for inter-ap
plication com

m
unications. T

hese are the Inform
ation Service

w
hich allow

s to share the run tim
e inform

ation, the E
rror R

eporting Service, w
hich d

istributes
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application m
essages and the R

un C
ontrol p

ackage, w
hich u

ses an FSM
 to represent, control

and
 synchronize the states of T

D
A

Q
 subsystem

s of a partition. T
hese services are u

sed
 on the

D
A

Q
 side for the com

m
unication w

ith D
C

S. 

PV
SS-II is p

rovid
ed

 w
ith a p

ow
erfu

l A
P

I allow
ing fu

ll d
irect netw

ork access to the PV
SS-II run

tim
e d

atabase. T
his A

PI is on the D
C

S sid
e the low

-level interface for the com
m

unication be-
tw

een D
A

Q
 and D

C
S.

T
he D

A
Q

–D
C

S C
om

m
unication package (D

D
C

) [11-13] is d
evelop

ed
 on top of the interfaces

m
entioned

 above as a generic tool configurable by end
-u

ser (fig.11-4). T
he follow

ing d
escribes

the D
D

C
 softw

are com
p

onents w
ith their interfaces. C

om
m

on features are:

•
Im

plem
ented as a P

V
SS-II A

P
I m

anager, integrating the p
rogram

 interface of the corre-
spond

ing O
nline softw

are service

•
W

ait for connection, w
hen a com

m
unication partner is tem

p
orarily unavailable

•
R

e-establish interrupted connection

•
C

onfigu
ration from

 the T
D

A
Q

 configu
ration d

atabase

T
he prototyp

e of the D
D

C
 package has been u

sed
 in the test beam

 periods of 2001 and
 2002 and

has been d
em

onstrated
 to w

ork in a satisfactory and reliable m
anner.

11.8.1
D

ata transfer facility (D
D

C
-D

T)

T
he d

ata exchange in both directions is im
plem

ented
 via the Inform

ation Service of the D
A

Q
O

nline softw
are. T

he app
lication keeps the d

ata elem
ents, i.e. the param

eters of the system
s,

w
hich are d

eclared in the D
D

C
-D

T
 configu

ration, synchronized
 at both sides. T

his is im
ple-

m
ented

 by a su
bscription m

echanism
 w

hich is available for D
A

Q
 and

 D
C

S. T
he possibility for

D
A

Q
 to request a single read of specified D

C
S d

ata is also provided
. Figu

re
11-5 show

s the in-
terfaces being u

sed
.

F
ig

u
re

11-4  D
D

C
 package connecting D

C
S

 and D
A

Q

Trigger/D
A
Q

Partition
D
e
t
e
c
t
o
r
/
D
C
S

V
e
r
t
i
c
a
l

S
l
i
c
e

P
V
S
S

S
y
s
te
m

O
n
lin
e

S
o
ftw

a
re

S
e
rv
ic
e
s

D
D
C

P
a
c
k
a
g
e

C
o
n
fig

u
ra
tio

n
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11.8.2
M

essag
e tran

sfer facility (D
D

C
-M

T)

T
he D

C
S m

essage transfer to D
A

Q
 is im

plem
ented

 via the E
rror R

ep
orting System

 of D
A

Q
. The

interfaces u
sed

 are show
n in Figure

11-6. D
C

S m
essages like alarm

s or text variable as defined
in the configu

ration are transported to D
A

Q
 by this com

ponent.

11.8.3
C

o
m

m
and

 tran
sfer facility (D

D
C

-C
T

)

T
he D

D
C

-C
T subsystem

, show
n in Figu

re
11-7, is im

p
lem

ented
 as a d

edicated ru
n controller to

be includ
ed

 as a leaf in a TD
A

Q
 partition ru

n control tree. T
his run controller, like any other

T
D

A
Q

 run controller, is capable of executing stand
ard

 com
m

and
s and

 triggering transitions as
d

efined by the FSM
 of the T

D
A

Q
 partition. In ad

d
ition it allow

s send
ing so-called ‘non-transi-

tion’ com
m

ands to D
C

S via the O
nline softw

are Inform
ation Service.

T
he term

 non-transition ind
icates, that those com

m
and

s d
o not cause any FSM

 transition of the
D

D
C

-C
T controller. Su

ch a com
m

and
 m

ay be issued
 at any tim

e by any TD
A

Q
 app

lication, in-
clu

d
ing the parent run controller.

F
igu

re
11-5  D

D
C

 data transfer interfaces.

F
igu

re
11-6  D

D
C

 m
essage transfer interfaces.

F
igu

re
11-7  D

D
C

 com
m

and transfer interfaces.

D
C
S
 P
V
S
S

A
p
p
lic
a
tio

n

O
n
lin
e

In
fo
rm

a
tio

n
S
e
rv
ic
e

D
D
C
D
a
ta

T
ra
n
s
fe
r

N
o
tify

S
u
b
s
c
rib
e

G
e
t
d
a
ta

S
u
b
s
c
rib
e

N
o
tify

G
e
t
d
a
ta

S
e
t
d
a
ta

S
e
t
d
a
ta

D
C
S
 P
V
S
S

A
p
p
lic
a
tio

n

O
n
lin
e

E
rro

r
R
e
p
o
rtin

g

D
D
C

M
e
s
s
a
g
e

T
ra
n
s
fe
r

N
o
tify

S
u
b
s
c
rib
e

S
e
n
d
 m
e
s
s
a
g
e

D
C
S
 P
V
S
S

A
p
p
lic
a
tio

n
P
a
re
n
t
R
u
n

C
o
n
tro

lle
r

D
D
C

C
o
m
m
a
n
d

T
ra
n
s
fe
r

N
o
tify

S
u
b
scrib

e

S
u
b
scrib

e

R
C
-in
te
rfa
ce

N
o
tify

S
e
t
d
a
ta

O
n
lin
e

In
fo
rm

a
tio

n
S
e
rv
ic
e

R
C
-in
te
rfa
ce
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T
he form

at and m
eaning of the com

m
and

s is d
efined

 in the PV
SS-II application. T

he m
apping

of the run control transitions onto com
m

and
s for D

C
S is d

one in the D
D

C
-C

T
 configuration.

11.9
Interface to E

xternal S
ystem

s

T
he term

 external system
 designates system

s w
hich have their ow

n control system
, w

ith w
hich

A
T

LA
S has to interact. T

his com
m

unication w
ill be hand

led
 by the D

C
S. T

he m
ost notable ex-

am
ple of su

ch a system
 is the L

H
C

 accelerator.

T
he connection w

ill supp
ort bi-d

irectional inform
ation exchange and

 in som
e cases includ

e
send

ing and
 receiving of com

m
and

s. T
his interface w

ill be com
m

on for the fou
r L

H
C

 experi-
m

ents and
 it is exp

ected
 to be d

evelop
ed

 in the fram
ew

ork of JC
O

P.

11.9.1
L

H
C

D
ata have to be transm

itted
 betw

een A
TL

A
S and

 the LH
C

 accelerator in either direction. T
he

follow
ing are exam

ples of d
ata, w

hich the LH
C

 has to provide to A
T

L
A

S: 

•
overall statu

s of the accelerator, e.g. shutd
ow

n, filling, ram
ping, tuning, stable beam

s

•
beam

 p
aram

eters, e.g. energy, the d
ifferent typ

es of background
, lu

m
inosities, beam

 p
osi-

tions, beam
 sizes and

 profiles

•
ancillary param

eters, e.g. collim
ator settings, m

agnet settings and
 vacuu

m
 values u

p-
stream

 and
 d

ow
nstream

 of the experim
ent

T
his inform

ation is used
 in A

T
L

A
S for valid

ation of com
m

and
s on the su

bd
etectors, for inter-

locks, for the operation of physics data taking as d
escribed

 in Section
12-4, and eventually also

for the offline p
hysics analysis. These d

ata w
ill be logged

 by D
C

S.

E
xam

p
les of data that A

T
LA

S w
ill send

 LH
C

 are:

•
various types and

 d
istribu

tion of backgrounds as observed in the subd
etectors

•
lum

inosities m
easured

 and
 several trigger rates

•
beam

 positions m
easured

 by the A
T

L
A

S tracking subdetectors

•
m

agnet status, as especially the solenoid
 m

ay have an effect on the beam
s

•
perm

ission to inject particles or to d
um

p the beam
, as the su

bd
etectors have to be in a

state w
hich is safe for these op

erations

T
his inform

ation is need
ed

 for the operation of the accelerator, in particular for the fine-tu
ning

and
 optim

ization of the beam
s.

A
 com

p
lete list of all param

eters to be exchanged
 is n

ot yet available to d
ate. In particular,

w
hether ind

ivid
ual bunch inform

ation, w
ill be transm

itted in this w
ay, is not decided

. A
l-

though the exchange of m
any of these param

eters is only need
ed

 d
uring d

ata-taking, a su
bset

of this inform
ation, like the background

s and
 radiation d

oses is need
ed

 for period
s like m

achine
d

evelopm
ent. T

his inform
ation is requ

ired regard
less of the state A

TL
A

S is in. T
his is one m

ain
reason w

hy this com
m

unication w
ill be hand

led
 by the D

C
S on the A

T
L

A
S side and not by the

D
A

Q
 system

.
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11.9.2
M

agn
et system

 

It has been d
ecid

ed
, that all m

agnet system
s of the fou

r L
H

C
 exp

erim
ents w

ill be controlled
 by

the tools selected
 for the L

H
C

 m
agnets and

 cryogenics. T
herefore the A

TL
A

S m
agnets are con-

sidered by D
C

S as an external system
. H

ow
ever inform

ation exchange is foreseen in the sam
e

w
ay as for the L

H
C

 accelerator, bu
t no actions. The op

erational data from
 the A

TL
A

S m
agnets

w
ill be analysed, d

isp
layed

 and
 stored

 by D
C

S like any subdetector p
aram

eter.

11.9.3
C

E
R

N
 technical services

T
he technical services around the A

TL
A

S d
etector includ

e cooling, ventilation, electricity d
istri-

bu
tion, environm

ental rad
iation m

onitoring, the C
ER

N
 safety system

, etc. A
T

L
A

S need
s access

to som
e p

aram
eters of these services to ensure safe op

erating conditions for the su
bd

etectors. In
p

articu
lar it is essential to get early indications of problem

s w
ith services like cooling. In such

cases D
C

S can take p
recau

tions in ord
er to avoid

 possible d
am

age to the d
etectors. In som

e cas-
es also autom

atic feedback from
 A

T
LA

S abou
t it need

s and
 usage of the service m

ay be re-
quired

.

11.9.4
D

etecto
r S

afety S
ystem

A
s previously m

entioned
, the D

C
S is resp

onsible neither for the security of the p
ersonal nor for

the u
ltim

ate safety of the equipm
ent. The form

er is the responsibility of the L
H

C
-w

ide hazard
d

etection system
s, w

hereas the latter has to be gu
aranteed

 by hard
w

are interlocks internal to
the subdetectors and by the D

etector Safety System
 [11-14]. O

ne of the m
ain purposes of D

SS is
to provid

e the correlation am
ongst the su

bd
etectors and

 the experim
ental infrastructure as far

as safety is concerned. D
SS consists of a front-end system

 w
ith stand

-alone capability, w
hich is

based
 on PL

C
s. A

 B
E system

, im
p

lem
ented

 by PV
SS-II, p

rovides su
p

ervisory fu
nctions, bu

t it is
not need

ed
 for the real-tim

e op
eration. B

i-d
irectional inform

ation exchange betw
een the D

C
S

and the D
SS is provid

ed on the PV
SS-II level. A

ctions are triggered only in one d
irection, from

D
SS to D

C
S. In this w

ay, the D
C

S can not d
istu

rb the operation of the safety system
, but early

inform
ation about m

inor problem
s, that the D

SS m
ay d

etect, enables D
C

S to take corrective ac-
tions or to shu

t d
ow

n the problem
atic part of the detector before the problem

 escalates and
 D

SS
has to take a higher level action.
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12
E

xperim
ent C

ontro
l 

12.1
In

tro
du

ctio
n

T
he overall control of the A

TL
A

S exp
erim

ent includ
es the m

onitoring and control of the opera-
tional param

eters of the d
etector and

 of the experim
ent infrastru

ctu
re, as w

ell as the sup
ervi-

sion of all processes involved
 in the event read

out. T
his functionality is provid

ed by tw
o

ind
epend

ent althou
gh com

plem
entary and

 interacting system
s: the TD

A
Q

 controland the D
e-

tector C
ontrol System

. T
he T

D
A

Q
 C

ontrol is in charge of controlling the hard
w

are and softw
are

elem
ents in T

D
A

Q
 need

ed
 for d

ata taking. T
he D

C
S hand

les the control of the detector equip-
m

ent and
 related

 infrastructure. T
he architecture of the E

xperim
ent C

ontrol has alread
y been

d
iscussed

 in C
hapter

5-3. T
he D

C
S is based

 on a SC
A

D
A

 system
 PV

SS-II [12-1], w
hereas the

T
D

A
Q

 control is based
 on the TD

A
Q

 O
nline Softw

are described
 in C

hapter
10. T

hese system
s

p
erform

 d
ifferent tasks and

 have d
ifferent requ

irem
ents. W

hilst the T
D

A
Q

 control is only re-
quired

 w
hen taking d

ata, the D
C

S has to op
erate continuou

sly to ensure the safe operation of
the d

etector. T
he operation of the d

etector requires a strong coord
ination of these tw

o system
s

w
ith the LH

C
 m

achine. T
he interaction w

ith the LH
C

 m
achine w

ill be hand
led

 by the D
C

S as il-
lustrated in Figure

5-3 and
 presented

 in d
etail in C

hapter
11. The T

D
A

Q
 system

 has the overall
m

astership for the control of the d
ata-taking operations. 

T
he general control of the experim

ent requires a flexible p
artitioning concept as it is d

escribed
in C

hapter
3.4, w

hich allow
s for the op

eration of the su
b-detectors in stand-alone m

od
e, as re-

quired
 for calibration or debugging, as w

ell as for the integrated operation for concurrent d
ata

taking. T
he overall control strategy and

 the control op
erations of the various system

s are de-
scribed

 in this chap
ter. Furtherm

ore, the requ
ired

 coord
ination of the various system

s involved
in the scenarios for p

hysics data-taking and
 calibration m

odes, is d
iscu

ssed
.

12.2
D

etecto
r con

tro
l

T
he D

C
S system

 provid
es the flexibility to m

ap the partitioning concept of A
tlas. T

he finest
granu

larity of the T
D

A
Q

 system
 is given by the segm

entation of the su
b-d

etectors in T
T

C
zones. For these reasons, the d

ifferent sections of the sub-d
etectors w

ill be logically rep
resented

in the back-end
 softw

are of the D
C

S by m
eans of the so-called control units, w

hich w
ill be oper-

ated
 as a Finite State M

achine (FSM
). A

ccording to this m
odel, the D

C
S of the Tilecal, for exam

-
p

le, m
ay be organized

 in four ind
ependent control u

nits, w
hich can control the four sub-

d
etector sections. E

ach control unit is characterized by its state. The control units are hierarchi-
cally organized

 in a tree-like structure to reprod
uce the organization of the exp

erim
ent in sub-

d
etectors, su

b-system
s, etc. as illustrated

 in Figure
12-1. T

he u
nits m

ay control a sub-tree con-
sisting of other control units or d

evice u
nits, w

hich are responsible for the d
irect m

onitoring and
control of the equipm

ent. E
ach control u

nit has the capability to exchange inform
ation or pass

com
m

and
s to other control units in the hierarchy. T

he flow
 of com

m
ands and inform

ation w
ill

only be vertical. C
om

m
ands w

ill flow
 dow

nw
ard

s, w
hereas status and alarm

s w
ill be trans-

ferred u
pw

ards in the hierarchy.

T
he control u

nits w
ill su

pport d
ifferent partitioning m

odes. A
ny control unit and

 therefore, the
related su

b-tree, m
ay be exclu

ded
 from

 the hierarchy and
 be operated in stand

-alone m
od

e for
testing, calibrations or d

ebu
gging of part of the system

. In this case the detector can be operated

A
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  E
xperim

ent C
ontrol

d
irectly from

 the D
C

S grap
hical interface, w

hereas d
uring physics d

ata taking and calibration
proced

ures, com
m

ands w
ill be sent from

 the T
D

A
Q

 control. T
herefore, an ow

nership m
od

el,
w

hich avoid
s to issue conflicting com

m
and

s m
u

st be provid
ed. T

his m
echanism

 w
ill be d

evel-
oped

 accord
ing to the recom

m
end

ations of the JC
O

P A
rchitecture W

orking G
roup

 [12-2].

12.3
O

n
line S

o
ftw

are C
o

ntrol C
o

ncepts

T
he TD

A
Q

 system
 is com

p
osed

 of a large num
ber of hard

w
are and

 softw
are com

ponents,
w

hich have to operate in a coord
inated

 fashion to provide for the d
ata-taking functionality of

the overall system
. T

he organisation of the A
T

L
A

S TD
A

Q
 system

 into d
etectors and

 sub-detec-
tors leads to a hierarchical organisation of the control system

. T
he basis of the T

D
A

Q
 control is

provid
ed

 by the A
T

L
A

S O
nline Softw

are, w
hich is explained

 in d
etail in Section

10.5. 

T
he basic elem

ent for the control and
 sup

ervision is a controller. T
he TD

A
Q

 control system
 is

bu
ilt of a large nu

m
ber of controllers w

hich are d
istribu

ted
 in a hierarchical tree follow

ing the
functional com

position of the A
T

L
A

S TD
A

Q
 system

. 

T
his concep

t is illustrated
 in Figure

12-2. Four principle levels of control are show
n. A

dd
itional

levels can be ad
ded

 at any point in the hierarchy if need
ed. A

 top level controller nam
ed

 the root
controller has the overall control over the T

D
A

Q
 system

. It supervises the next level of control-
lers in the hierarchy, the sub-detector controllers. It is the resp

onsibility of the sub-d
etector con-

troller to supervise the hardw
are and

 softw
are com

p
onents w

hich belong to this sub-d
etector.

T
he next control level takes the responsibility for the supervision of the sections w

hich corre-
spond

 to the TT
C

 p
artitions [12-3]. T

he leaf controllers on the low
est level, the so-called local

controllers, are responsible for the control of read
ou

t crates and
 alike. Farm

 supervision and
 R

O
S

hard
w

are m
ake use of the sam

e controllers follow
ing a sim

ilar stru
ctu

re, w
hich is further d

is-
cu

ssed
 in Section

12.3.1 and
 Section

12.3.2. 

A
 controller in the T

D
A

Q
 system

 is characterised
 by its state given by the T

D
A

Q
 state m

od
el

d
escribed

 in Section
12.4.3. In any place of the hierarchy, a change of state is initiated

 and
 syn-

chronized
 from

 the higher level controller and
 sent dow

n to the next low
er level. From

 there in-
form

ation is returned
 

to the 
next 

higher 
level w

hen the 
requested

 transition has 
been

perform
ed

. P
ossible error cond

itions are also reported back to the higher level.

F
ig

u
re

12-1  D
C
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A
 controller fram

ew
ork allow

s for the hand
ling of the described

 op
erations in a coherent w

ay
on all the controllers in the system

. It also gives the necessary flexibility to the d
etector exp

ert to
custom

ize each controller for hand
ling the ind

ivid
ual tasks on the system

 under its control.
T

hese tasks take a w
ide range of variety from

 the read
out of the hard

w
are to event filter farm

control. The inform
ation on the relationship of the controllers and

 their responsibilities for a
given p

artition is d
etailed in the configu

ration d
atabase (Section

10.4.3).

E
ach controller is responsible for the initialisation and

 the shu
td

ow
n of softw

are and
 hard

w
are

com
p

onents in its dom
ain. It is also resp

onsible for passing com
m

and
s to child

 controllers and
for signalling its overall state to its parent. O

f particular im
p

ortance is the synchronisation nec-
essary to start the d

ata-taking. This is perform
ed

 by su
ccessive transitions through a num

ber of
interm

ediate states until d
ata-taking is finally started

 as d
escribed

 below
 in Section

12.5.1. Inter-
action w

ith the shift operator via the user interface drives the operations via com
m

ands to the
root controller. T

he inverse series of synchronized
 transitions is traversed

 w
hen data-taking is

stopp
ed. 

D
u

ring the operational phases, each controller is responsible for the supervision of the opera-
tion of elem

ents u
nd

er its d
irect control and for the observation of the operations of its child

ren
thus also provid

ing the task of error hand
ling. In the case of a m

alfu
nction of a d

etector, the con-
troller can start corrective actions and

/
or signal the m

alfunction by send
ing m

essages. Severe
m

alfunctions w
hich are beyond

 the cap
abilities of a controller can be signalled

 by a state change
to its parent. It is then the role of the p

arent controller to take further actions. T
he d

esign of the
control, su

pervision and
 error hand

ling functionality is based on the ad
option of a com

m
on ex-

p
ert system

 shell. Specific nod
es w

ill use different ru
les to p

erform
 their functions in ad

d
ition to

a com
m

on rule base w
hich handles the generally valid aspects. 

12.3.1
C

o
ntro

l of th
e D

ataF
low

T
he D

ataFlow
 control encom

p
asses the R

O
S/R

O
D

 control and
 the D

ata C
ollection control. It is

com
p

rised
 of the control of all app

lications and
 hard

w
are m

odu
les responsible for m

oving the
event d

ata from
 the d

etector front-end
 electronics and LV

L
1 trigger to the high level triggers

F
ig

u
re

12-2  O
nline S
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are C

ontrol H
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D
A
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(LV
L

2 and
 E

F). It inclu
d

es the control of the R
O

D
 crates, the R

oI Bu
ild

er, the R
ead

O
ut System

and
 the D

ata C
ollection ap

plications, such as the E
vent B

uilder.

T
here are tw

o flavours of local controllers in the D
ataFlow

 foreseen, both m
aking use of the O

n-
line softw

are infrastructure in the sam
e w

ay. T
he R

O
S controller is tailored

 for the control of
R

O
S softw

are applications and hard
w

are d
evices w

hich cannot them
selves access the online

softw
are facilities. T

he D
C

 controller handles the d
ifferent types of D

C
 app

lications and
 is opti-

m
ized

 for the control of com
pu

ter farm
s. A

 version of the latter is also u
sed

 for the control and
supervision of the high level triggers and

 is fu
rther d

escribed in Section
12.3.2. T

he m
ain d

iffer-
ence betw

een the tw
o controllers is that the R

O
D

 crate controller controls a hard
w

are device on
w

hich no stand
ard

 softw
are ap

plication is ru
nning and therefore it is the only access p

oint to
the databases as w

ell as the only elem
ent com

m
u

nicating over IS/
M

R
S to the O

nline system
. 

B
oth controllers can be d

eployed at different levels of the control hierarchy. A
s an exam

p
le, a

D
ata C

ollection controller can be u
sed

 as top controller for all event bu
ild

ing app
lications, as

w
ell as a controller for a group

 of them
. In general, su

ch a controller can be in charge of other
controllers or of endp

oint d
ata taking ap

p
lications.

T
he D

ataFlow
 controllers m

ake use of the configu
ration database to extract the inform

ation on
the elem

ents they are requ
ested

 to su
pervise. T

heir du
ty is to start, control and

 stop the hard
-

w
are and

 softw
are data taking elem

ents, to m
onitor the correct functioning of the system

, gath-
er operational statistics inform

ation and
 perform

 local error hand
ling for those kind

s of errors
w

hich cou
ld

n’t be handled
 by the d

ata taking nod
es, but do not need

 to be propagated
 further

to higher control levels.

12.3.2
H

LT F
arm

 S
up

ervisio
n

T
he em

phasis for H
LT

 control is the synchronisation of the m
anagem

ent of the com
p

uter farm
s

w
ith the control of the other system

s of T
D

A
Q

. It is assum
ed

 that the farm
 for a high level trig-

ger is d
ivid

ed
 into a set of subfarm

s, each u
nd

er su
pervision of a sp

ecific controller. T
hese con-

trollers have w
ell defined

 tasks in the control for the u
nd

erlying processing tasks.

T
he H

igh L
evel Triggers p

erform
 the final selection before sending events to perm

anent storage.
T

hey consist of the Second
 L

evel Trigger (LV
L

2) and the E
vent Filter (EF). T

he tw
o stages of the

H
LT

 are im
plem

ented on processor farm
s, d

ivid
ed into a num

ber of su
bfarm

s. A
 key d

esign
principle has been to m

ake the bound
ary betw

een LV
L

2 and
 E

F as flexible as possible in order
to allow

 the system
 to be adap

ted easily to changes in the ru
nning environm

ent (lum
inosity,

background
 cond

itions, etc.) T
herefore com

m
onalities betw

een the tw
o sub-system

s need
ed

 to
be d

evelop
ed as fully as possible. B

earing this in m
ind

, a joint control and su
pervision system

has been d
esigned

. It is also in use for the D
C

 described in Section
12.3.1.

T
he O

nline Softw
are configuration d

atabase describes the H
LT

 in term
s of the softw

are process-
es and

 hardw
are (p

rocessing nod
es) of w

hich it is com
prised

. T
he H

LT
 su

pervision and
 control

system
 uses the configuration d

atabase to d
eterm

ine w
hich processes need to be started

 on
w

hich hard
w

are and
 subsequently m

onitored
 and

 controlled
. T

he sm
allest set of H

LT
 elem

ents
w

hich can be configu
red

 and
 controlled

 ind
epend

ently from
 the rest of the T

D
A

Q
 system

 (i.e. a
‘T

D
A

Q
 segm

ent’) is the subfarm
. T

his allow
s subfarm

s to be d
ynam

ically includ
ed

/exclud
ed

from
 partitions d

uring data-taking w
ithout stopp

ing the run. Su
pervision and

 control for each
subfarm

 is provid
ed as a local ru

n controller, w
hich interfaces to the O

nline Softw
are ru

n con-
trol via a farm

 controller. T
he controller provid

es process m
anagem

ent and m
onitoring facilities
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w
ithin the su

bfarm
. T

he controller m
aintains the sub-farm

 in the best achievable state by taking
app

ropriate actions, e.g. restarting crashed
 processes.

W
here p

ossible, errors are hand
led

 internally w
ithin the H

LT
 processes. O

nly w
hen they cannot

be hand
led internally are errors sent to the su

pervision and
 control system

 for further consid
er-

ation. 

T
he O

nline Softw
are services are used by the sup

ervision system
 for m

onitoring pu
rposes. For

exam
p

le, IS w
ill be u

sed
 to store state and

 statistical inform
ation w

hich could
 be d

isplayed
 (for

exam
p

le) by a d
edicated p

anel in the O
nline Softw

are graphical u
ser interface.

12.4
C

o
ntrol C

o
ordin

atio
n

T
he control of the experim

ent is given by the interp
lay betw

een three system
s: the L

H
C

 m
a-

chine, the d
etector control and

 the TD
A

Q
 control. For each of them

 the status of the system
 u

n-
d

er control is expressed in distinct states.

12.4.1
O

peration of the LH
C

 m
ach

ine

T
he phases of the L

H
C

 define a m
ultitud

e of states [12-4] im
portant for the internal functioning

of the m
achine. A

 su
bset is of d

irect interest for the interaction w
ith the experim

ent control, in
p

articu
lar those states and

 param
eters w

hich d
escribe the cond

ition of the beam
 w

ith conse-
quences for the operation of the d

etector. Phases w
ith stable beam

 and low
 background ind

icate
that it is safe to bring the detector to the operational state as requ

ired
 for physics d

ata-taking. 

T
he m

ain p
hases to consid

er here are the follow
ing: Filling the beam

 from
 the SPS into the L

H
C

,
ram

p, w
hen the beam

 is accelerated
 u

p to its nom
inal energy, squeezing the beam

,prepare for
p

hysics and
 C

ollide,P
hysics w

ith stable beam
, beam

 D
um

p and R
am

p-dow
n and

 R
ecover. It is also

interesting to know
 if no beam

 is expected
 d

uring the follow
ing hours since these period

s w
ill

be u
sed

 by the exp
erim

ent to p
erform

 m
aintenance and

 test op
erations. T

he estim
ated d

uration
of these p

eriods is also of im
portance since the actions to be taken on the detector equ

ip
m

ent
w

ill vary, e.g. H
V

 red
u

ction for short m
achine interventions or shut dow

n in case of m
ajor p

rob-
lem

s. 

12.4.2
D

etector S
tates

A
s it has been presented

 in Section
12.2, the operation of the d

ifferent sub-d
etectors w

ill be per-
form

ed by m
eans of FSM

. T
he FSM

 app
roach allow

s for sequencing and
 autom

ation of opera-
tions and

 it sup
ports d

ifferent typ
es of op

erators and
 ow

nership
, as w

ell as the d
ifferent

p
artitioning m

od
es of the detector. T

he FSM
 w

ill handle the transition of the different parts of
the d

etector through internal states. 

Figure
12-3 show

s the internal states for a given su
b-detector. T

he d
etector states are m

ainly de-
term

ined by the status of the H
V

 system
. H

ow
ever, the status of the other system

s of the d
etec-

tor, as w
ell as of the external system

s w
ill also be consid

ered
. T

he starting situation for a sub-
d

etector is the O
ff state. T

his subd
etector m

ay transit to the Stand-by state after the successful
configuration of the front-end

 equipm
ent. The transition to the R

eady state w
ill be p

erform
ed

throu
gh variou

s interm
ediate states, w

hich are m
ainly d

eterm
ined

 by the operational character-
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istics of the H
V

 system
 of the su

b-d
etector. T

he nu
m

ber of interm
ed

iate states is d
ifferent d

e-
pending on the sub-d

etector and is d
efined

 accord
ing to recip

es load
ed

 from
 the configuration

d
atabase. In the R

eady state the sub-detector equ
ip

m
ent is read

y for physics d
ata taking. T

he
D

C
S also p

erm
its to turn off or bring the su

b-detector hard
w

are into the Stand-by state in a con-
trolled

 m
anner after a run. If an error is d

etected d
uring the transition to any of these states or

d
uring d

ata taking, the su
bd

etector w
ill go to the E

rror state, w
here d

ed
icated

 recovery proce-
d

ures w
ill be applied d

epending on the typ
e of failure. 

T
he global operation of the D

C
S w

ill be perform
ed

 by a single FSM
 w

hose states w
ill be built up

from
 the states of the d

ifferent sub-d
etectors. A

ny com
m

and
 issu

ed at this level, w
hich triggers

a state transition, w
ill be propagated

 to the sub-d
etectors. Sim

ilarly, any incid
ent, w

hich affects
to the norm

al operation of a sub-d
etector, w

ill be reported
 and it w

ill trigger the state transition
of the FSM

 to the E
rror state.

12.4.3
O

peration
 of th

e TD
A

Q
 S

tates

T
hree m

ain T
D

A
Q

 states from
 Initial to C

onfigured and R
unning have been introd

uced in
Section

3.2. H
ere the states are further sub-d

ivid
ed

 as exp
lained

 in [12-5] and
 show

n in
Figu

re
12-4. Tw

o state transitions are traversed betw
een Initial and R

unning. Before arriving at
the Initial state the softw

are infrastru
ctu

re is initialized. The load
ing of the softw

are and
 config-

uration data is perform
ed w

hich brings the system
 to the Loaded state. T

he system
 configu

res
the hard

w
are and softw

are involved and
 enters the C

onfigured state. The T
D

A
Q

 system
 is now

read
y to start d

ata-taking. In the subsequ
ent R

unning state the T
D

A
Q

 system
 is taking d

ata

F
ig

u
re

12-3  D
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from
 the d

etector. D
ata-taking can be paused

 and
 the L

1 busy is then set. Subsequ
ently the run

can be continu
ed.

T
he checkpoint is a transition in a running T

D
A

Q
 system

 w
hich is triggered

 by a change in con-
d

itions or by an operator. It results in the follow
ing events being tagged

 w
ith a new

 run nu
m

ber
and does not need

 the synchronisation, via run control start/stop com
m

and
s, of all T

D
A

Q
 ele-

m
ents .Som

e com
ponents in the T

D
A

Q
 control system

 requ
ire T

D
A

Q
 su

b-states w
hich are u

sed
for synchronisation d

u
ring certain transitions. 

12.4.4
C

o
nn

ection
s betw

een S
tates

A
s it has been p

resented
 in the previous sections, the L

H
C

, the D
C

S, and the T
D

A
Q

 system
 w

ill
each be operated through states. Synchronization betw

een these system
s is requ

ired
 in ord

er to
ensu

re the quality of the d
ata and

 the safe op
eration of the d

etector. The com
m

unication w
ith

the LH
C

 is hand
led by D

C
S as d

escribed in C
hap

ter
11. It transfers both the L

H
C

 states and
som

e of its operational param
eters to the T

D
A

Q
 control. O

n the other hand
, param

eters m
eas-

u
red

 by the T
D

A
Q

 system
 like lu

m
inosity, background and beam

 position, can be used
 to tune

the beam
s and

 therefore, m
ust be transferred

 to the LH
C

.

Figure
12-5 show

s the overall connection for physics d
ata-taking betw

een the T
D

A
Q

 and
  D

C
S

states and
 the LH

C
 cond

itions. T
he actions p

erform
ed

 by the D
C

S on the sub-detector hard
w

are
are coord

inated
 w

ith the states of the L
H

C
 m

achine. T
his is the case for the ram

p
ing u

p of the
high voltages of som

e su
b-d

etectors, like the Pixel or SC
T

 trackers. These sub-d
etectors are

m
ore vu

lnerable to high beam
 backgrou

nd
 if the high voltage is on, and

 hence the com
m

and to
get read

y can only be given w
hen the accelerator provid

es beam
 w

ith su
fficiently low

 back-
ground

. T
he su

b-d
etector states w

ill closely follow
 the operation of the L

H
C

. H
ow

ever p
eriods

of p
article injection or acceleration in the L

H
C

 m
ay alread

y be used
 by T

D
A

Q
 to initialize and

configure the d
ifferent p

arts of the system
s, like the front-end

 electronics. For physics d
ata tak-

ing it m
ust be ensured that the L

H
C

 p
rovid

es stable beam
s and

 collisions and
 that D

C
S is in the

R
ead

y state. W
hen the TD

A
Q

 system
 is in C

onfigu
red

 state, the operator can give the com
m

and
to start physics d

ata-taking. D
uring Physics d

ata-taking bi-d
irectional com

m
unication contin-

u
es to take place to assure the correct coord

ination and
 enable the optim

ization of the beam
.

F
ig

u
re
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.T
he T

D
A

Q
 control is only partially coup

led
 to the LH

C
 and

 su
b-d

etector states. State transitions
of the T

D
A

Q
 system

 are not d
eterm

ined
 by the state of the LH

C
. The TD

A
Q

 system
 can gener-

ally be brou
ght from

 Initial to the C
onfigured

 state w
hile the L

H
C

 is ram
ping, squeezing and

preparing for physics, or w
hile the D

C
S prepares the d

etector for d
ata taking. A

 new
 ru

n can be
triggered

 at any tim
e regardless of the state of the LH

C
 or of the d

etector. D
ata read

-ou
t m

ay al-
read

y start under p
oor beam

 cond
itions u

sing only certain sub-detectors, like the calorim
eters,

w
hile the high voltage of other d

etectors w
ill still be set to Stand

-by. A
s soon as the safe opera-

tion of the rem
aining sub-d

etectors is possible, the D
C

S w
ill prepare them

 for d
ata taking and

w
ill com

m
u

nicate their availability to the T
D

A
Q

 system
. A

t this m
om

ent, the physics d
ata tak-

ing m
ay start.

A
lthou

gh som
e calibration proced

ures, for exam
ple w

ith cosm
ic rays or w

ith a rad
ioactive

sou
rce, w

ill be perform
ed

 w
ithout beam

, the com
m

u
nication and

 coord
ination w

ith the LH
C

 is
still need

ed
 in order to avoid

 w
rong op

erations and
 hence d

am
age to the d

etector. For m
ost

T
D

A
Q

 internal system
 tests no co-ord

ination w
ith other states need

 to take p
lace. 

12.5
C

on
trol S

cen
arios

In the follow
ing section typical scenarios on the experim

ent control are presented
. T

he first sce-
nario describes the actions w

hen d
riving the system

s to the R
unning state and back to the origi-

nal situ
ation. T

hen the control of the various types of ru
ns like p

hysics and calibrations ru
ns,

introd
uced

 in Section
3.3 is d

iscu
ssed. T

he control functionalities requ
ired

 d
uring com

m
ission-

ing ru
ns are sim

ilar to both physics and
 calibration runs and

 therefore no separate control sce-
nario is devoted

 to it. T
he procedu

res described rely on the A
tlas partitioning concept w

hich is
exp

lained in Section
3.4. 

12.5.1
O

perational D
ata-taking P

hases

T
he T

D
A

Q
 states as d

escribed
 in Section

12.4 are traversed w
hen the T

D
A

Q
 system

 is run
throu

gh initialisation, prep
aration, d

ata-taking and
 shu

td
ow

n phases. A
s the D

C
S is required

 to

F
ig

u
re
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alw
ays be op

erational, in this scenario is assum
ed

 that the D
C

S is in Stand-by state and
 ready to

connect to T
D

A
Q

. T
he T

D
A

Q
 states provid

e synchronisation points betw
een the system

s and
sub-system

s involved
. D

u
ring the state transitions, actions sp

ecific to the sub-system
 like initial-

izing softw
are and

 hard
w

are elem
ents, load

ing softw
are and param

eters to hard
w

are m
odu

les
and configuring them

, or starting p
rocessing tasks, are p

erform
ed

. Tim
e-consu

m
ing operations

are preferably perform
ed

 du
ring early state transition. 

12.5.1.1
In

itialisation

T
he prep

aration for d
ata taking requires the initialization and configuration of all T

D
A

Q
 hard-

w
are and

 softw
are elem

ents need
ed

 for the event read
out, as w

ell as a close coord
ination w

ith
the D

C
S, w

hich acts on the sub-detector equipm
ent.

W
hen initiating a d

ata-taking session, the operations of the T
D

A
Q

 system
 start from

 booted bu
t

id
le m

achines. T
he T

D
A

Q
 operator selects a partition w

hich is d
escribed in the configuration

d
atabase. T

he infrastru
ctu

re, consisting of a nu
m

ber of servers in the d
istributed

 system
 (i.e. the

Inform
ation Services), is started and

 initialized. T
he correct functioning of the hard

w
are and

softw
are elem

ents of the TD
A

Q
 infrastructure is then verified

. Sequence and
 synchronisation of

these start-up
 operations follow

 the d
ependencies d

escribed
 in the configuration database. The

T
D

A
Q

-D
C

S com
m

unication softw
are is started and

 the com
m

unication betw
een both system

s
is established. 

O
nce the T

D
A

Q
 infrastructure is in place, the controllers and the application p

rocesses, w
hich

are part of the configuration, are booted. The T
D

A
Q

 p
rocess m

anagem
ent is d

e-centralized
 and

can therefore occu
r in parallel. The T

D
A

Q
 system

 passes the inform
ation of the chosen partition

to D
C

S. The T
D

A
Q

 controllers responsible for the com
m

and exchange w
ith the D

C
S, connect to

the ind
ivid

ual su
b-d

etectors. H
aving successfully finished this transition the T

D
A

Q
 system

 is in
the Initial state.

12.5.1.2
P

reparatio
n

O
nce all p

rocesses have been booted
 successfully the operator can cycle the system

 through the
states. These states are used to synchronize the load

ing and configuring of softw
are app

lica-
tions and

 hard
w

are equipm
ent w

hich take p
art in the data-taking process. 

D
u

ring the Loading transition, the initialisation of all the p
rocessing elem

ents in the system
 in-

clu
d

ing for exam
ple, the

load
ing of the softw

are and configuration d
ata, is p

erform
ed

. D
uring

the follow
ing transition, called C

onfiguring, the configu
ration of a loaded

 system
, for exam

ple
the realization of connections betw

een T
D

A
Q

 elem
ents or the setting of param

eters, is per-
form

ed.

T
he prep

aration of the su
b-d

etector equipm
ent for data taking com

prises the issuing of com
-

m
and

s from
 the T

D
A

Q
 system

 to D
C

S w
ith the correspond

ing execution of several control pro-
cedu

res. These com
m

and
s can be associated

 to state transitions of the T
D

A
Q

 controllers, or be
asynchronous com

m
and

s issued
 directly by the T

D
A

Q
 op

erator or by ap
plications. T

he actions
are defined

 accord
ing to recip

es previou
sly load

ed
 in D

C
S from

 the configu
ration d

atabase and
are su

b-detector specific. T
he different proced

ures to be perform
ed

 on the equipm
ent are previ-

ou
sly valid

ated
 and

 cross-checked
 w

ith the states of the external system
s and

 of the com
m

on in-
frastructure to guarantee the integrity of the equ

ip
m

ent, e.g. stable beam
s and

 acceptable
backgrounds m

ust be ensu
red

 by the L
H

C
 m

achine. In som
e cases, their execution can take u

p
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to several m
inutes d

ep
end

ing on the characteristics of the su
b-d

etector. T
hese actions on the d

e-
tector equipm

ent take place in parallel to the load
ing and

 configuring of the elem
ents w

hich are
d

irectly und
er T

D
A

Q
 control. A

t each of these stages, fu
rther synchronization w

ith the D
C

S
m

ay be provid
ed by issuing com

m
and

s. 

T
he op

erations d
escribed up to here m

ay be tim
e-consum

ing and
 should

 therefore be per-
form

ed
 a significant tim

e before the run start is required
, for exam

p
le w

hen w
aiting for stable

run cond
itions. T

he availability of the sub-d
etector for d

ata taking is reported
 to the TD

A
Q

 sys-
tem

 via the D
D

C
. G

enerally the D
C

S has to be in the R
eady state w

hen the TD
A

Q
 operator starts

a run. H
ow

ever, the possibility to start a new
 run regardless of the state of the D

C
S is also p

ro-
vid

ed
.

W
hen the op

erations are com
pleted

, the TD
A

Q
 system

 is in the C
onfigured state and read

y to re-
ceive the com

m
and

 for data-taking.

12.5.1.3
D

ata-takin
g

W
hen the run is started

 by the T
D

A
Q

 op
erator, the L

1 busy is rem
oved and

 event d
ata-taking

operations are activated
. If necessary, a ru

n can be pau
sed

 and resum
ed

 in an ord
erly m

anner
w

ith m
inim

u
m

 tim
e overhead

. O
n the occurrence of special conditions the checkp

oint transi-
tion, as d

escribed in Section
3.3.7, can lead

 to a change in ru
n num

ber im
p

lying also here only a
m

inim
u

m
 tim

e-overhead.

Partitions w
ith one or m

ore TT
C

 zones can be split off the m
ain data-taking partition, for exam

-
ple in case of problem

s w
ith the respective d

etector part. A
 checkp

oint transition is initiated
w

hich sets au
tom

atically the L
1 bu

sy. T
he inform

ation of the unavailability of the resp
ective

T
D

A
Q

 resou
rce or segm

ent is passed
 on to higher level elem

ents in the d
ata-flow

 chain. The L
1

bu
sy is rem

oved
 and

 data-taking can continu
e w

ithou
t the rem

oved
 partition. T

he rem
oved

sub-detector can be configu
red

 for stand-alone m
ode to allow

 for testing and
 repairing of the

fau
lty elem

ent. O
nce the rem

oved partition is functional again, it can be joined
 to the m

ain par-
tition by once m

ore m
aking use of the checkpoint transition.

D
epending on the T

D
A

Q
 system

 elem
ents w

hich are involved, these actions m
ay require the re-

configu
ring of hardw

are or softw
are m

od
u

les and
, in this case, it m

ay be necessary to stop
 and

re-start the ru
n. H

ow
ever, it is possible to rem

ove and join sub-farm
s w

ithout affecting the d
ata-

taking and
 w

ithout stopp
ing the run.

C
om

ponent failu
res w

hich cannot be hand
led locally are reported

 through the controllers to the
system

 
via 

the 
control 

com
m

unication 
m

echanism
. 

T
hese 

m
echanism

s 
are 

d
escribed

 
in

C
hap

ter
6, "Fau

lt tolerance and error hand
ling" and

 in Section
10.5.3, "C

ontrol architecture".

12.5.1.4
S

top
pin

g

W
hen the operator stop

s the ru
n, the L

1 bu
sy is set and all d

ata-taking activities are stop
ped

.
T

he control and
 ap

plication p
rocesses involved

 rem
ain active. N

o changes on the D
C

S sid
e are

foreseen, the sub-d
etectors rem

ains in the R
eady state and

 T
D

A
Q

 in C
onfigured state.
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12.5.1.5
S

hu
t-do

w
n

O
n receipt of the shu

t-dow
n com

m
and

 clean-up
 op

erations in softw
are and

 hard
w

are are per-
form

ed in the T
D

A
Q

 system
. The previously started

 applications and
 then the controllers are

stopp
ed. Finally the T

D
A

Q
 infrastructure is rem

oved
 in an orderly m

anner to leave the system
in a state in w

hich a new
 and

 ind
epend

ent d
ata-taking session can be started

. If no fu
rther data-

taking is foreseen the R
am

p D
ow

n or Tu
rn O

ff com
m

and
s are given to D

C
S in ord

er to bring the
d

etector to a safe state. 

12.5.2
C

ontrol of a P
hysics R

u
n

For physics data-taking the hierarchy of T
D

A
Q

 controllers includ
ing all sub-d

etectors is ar-
ranged

 in a single com
m

on p
artition. The inform

ation on the type of run is transferred to the
D

C
S system

 to prepare the d
ifferent subd

etectors for physics d
ata-taking as d

escribed
 in the

p
reviou

s section. T
he successfu

l execu
tion of the ap

prop
riate D

C
S proced

ures to bring the sub-
d

etectors to the R
eady state, is then rep

orted to the T
D

A
Q

 system
.

Figure
12-6 show

s an exam
ple of the exp

erim
ent control includ

ing the T
D

A
Q

 control and
 the

back-end
 system

 of the D
C

S. T
he T

D
A

Q
 A

tlas root controller hold
s the highest level of control.

It connects to the d
etector controllers, the farm

 controllers for E
F and

 L
2 and

 the D
C

 controller
as d

escribed
 in Section

12.3. E
ach su

b-detector controller supervises the controllers of the sec-
tions and

 also the controller w
hich p

rovides the connection to D
C

S for each sub-d
etector. The

R
O

D
s are supervised

 by their resp
ective sub-d

etector section controller. In the follow
ing, it is

assu
m

ed
 that the D

C
S is in the R

eady state and
 the D

A
Q

 control is in the R
unning state. 

T
he control of a physics ru

n is driven by the T
D

A
Q

 system
, w

hich acts as the m
aster of the ex-

p
erim

ent control by issu
ing com

m
and

s to the D
C

S by m
eans of sp

ecialized
 controllers called

D
D

C
_C

T. T
here is one D

D
C

_C
T

 controller per sub-d
etector. T

hose controllers send
 com

m
ands

d
irectly to the su

b-d
etector control u

nits on the D
C

S side. T
his com

m
u

nication m
od

el im
plies

that the TD
A

Q
 system

 interacts d
irectly w

ith the D
C

S of the various su
b-d

etectors. 

D
u

ring physics d
ata taking, only a pre-d

efined
 set of high-level com

m
and

s from
 the T

D
A

Q
 sys-

tem
 on the D

C
S, like the triggering of the su

b-d
etector state transitions at the start or end

 of the
ru

n is allow
ed. T

he com
m

and
 is logged

 and
 feed

back on its execution is reported to the T
D

A
Q

system
. T

he T
D

A
Q

 O
nline softw

are control system
 handles failu

res or tim
e-outs from

 the
D

D
C

_C
T

 in the sam
e w

ay as from
 other controllers in the system

.

G
lobal error handling and

 recovery is provided
 by the O

nline system
 control. Severe p

roblem
s,

for exam
ple in the H

V
 system

 of a certain su
b-d

etector are reported to the T
D

A
Q

 system
. D

e-
p

end
ing on the problem

 and
 on the fau

lty system
 elem

ent, the T
D

A
Q

 control m
ay d

ecid
e to ex-

clu
d

e this su
b-detector from

 d
ata-taking and

 continue the ru
n w

ith the rem
aining d

etectors as
d

escribed
 in the previous section. T

he ru
n continu

es if the readou
t of the d

etector part in qu
es-

tion is not vital for d
ata-taking for the type of physics chosen at the tim

e as d
escribed

 in
Section

12.5.1

H
LT

 sub-farm
s can be rem

oved
 or ad

d
ed to the global farm

 control w
ithout d

istu
rbance of

d
ata-taking activity. B

reakd
ow

n and
 replacem

ents of individu
al su

b-farm
 nodes are handled

transparently and
 each of such operations are logged

.

O
nline calibration of su

b-detectors m
ay be perform

ed by injecting calibration events, being
m

arked
 as such, d

uring a physics run w
ithou

t d
istu

rbing the norm
al d

ata-taking activity.
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12.5.3
C

alib
ration

 R
un

T
he calibration procedu

res envisaged in A
T

L
A

S profit from
 the flexible partitioning concep

t al-
low

ing for autonom
ou

s and
 parallel operations of the su

b-detectors or even of the d
ifferent sec-

tions of the 
su

b-d
etectors. From

 the point of 
view

 of controls, three d
ifferent 

types of
calibrations can be distingu

ished:

•
P

roced
ures w

here only the control provid
ed

 by the O
nline softw

are system
 is requ

ired
,

like the d
eterm

ination of the ped
estals for zero supp

ression.

•
C

alibration runs entirely handled
 by the D

C
S like the calibration of the cooling system

,
w

here the flow
 of the liquid is ad

ju
sted as a function of the tem

p
erature of the detector. 

•
C

alibration proced
ures requiring the control provid

ed
 by both system

s. T
his is the case,

for instance, of the calibration of the Tile H
ad

ron C
alorim

eter w
ith the C

S sou
rce, w

here
the m

od
ules of the detector are scanned

 w
ith a rad

ioactive source u
nd

er control of the
D

C
S. T

he signal p
rod

uced is read
 by the D

A
Q

 system
 and

 the inform
ation is u

sed
 to ad

-
ju

st the H
V

 applied
 to the P

M
Ts of the readou

t system
.

T
he control need

s in procedu
res w

here both system
s are requ

ired
, are sim

ilar to the fu
nctionali-

ty need
ed

 in the case of a physics runs presented
 in the previous section. Figure

12-7 show
s the

interplay betw
een the T

D
A

Q
 control and

 the D
C

S for calibration of the Tilecal d
etector. A

s for
physics data taking, these calibration procedu

res are driven by the T
D

A
Q

 control and
 com

-
m

and
s follow

 the sam
e p

ath. T
he m

ain d
ifference w

ith respect to physics d
ata taking is the ar-

rangem
ent of the partitions. In the exam

ple p
resented

 in the figure, a T
D

A
Q

 partition is defined

F
ig

u
re
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ontrol m

ode. 
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for the stand
-alone operation of the Tilecal sub-d

etector. T
he exp

erim
ent control system

 also
supp

orts the operation of several p
artitions in p

arallel allow
ing for the calibration of various

sub-d
etectors sim

ultaneously. It is im
portant to note that although som

e calibrations p
roce-

d
ures are executed

 w
ithout beam

 or even w
ithou

t the control provid
ed

 by the D
C

S, the com
m

u-
nication w

ith the L
H

C
 m

achine and
 other external system

s m
ust alw

ays be guaranteed
 since

this inform
ation is of cru

cial im
portance for the integrity of the su

b-d
etectors and

 for the p
repa-

ration of the next run.

12.5.4
O

peration ou
tside a R

un

T
he states of the D

C
S and T

D
A

Q
 ou

tsid
e a run are d

eterm
ined

 by the d
uration of the p

eriods
w

ithout d
ata taking. A

s described
 in C

hap
ter 3, du

ring transitions betw
een runs and

 short in-
terruptions, the T

D
A

Q
 system

 can be set to one of its interm
ediate states or be u

navailable
w

hile the D
C

S rem
ains read

y for data taking. If longer interruptions are foreseen, like period
s of

m
achine d

evelopm
ent, the H

V
 applied to the sub-d

etectors is red
uced

 and
 the d

etector state are
set to Stand-by of O

ff.

D
u

ring shu
t-dow

n p
eriod

s and
 long term

 intervals w
ithou

t d
ata-taking, the T

D
A

Q
 system

 is
not necessarily operational although its fu

nctionality m
ay be available on d

em
and for calibra-

tion and
 debugging pu

rposes. H
ow

ever, the full fu
nctionality of the D

C
S is required

 in order to
supervise the operation of the d

etectors and
 of com

m
on services. In this scenario, the D

C
S still

allow
s for the stand

-alone and
 integrated

 operation of the sub-d
etectors w

ithou
t T

D
A

Q
. In the

form
er case, the op

eration are perform
ed from

 the su
b-detectors control stations, having full

control of the sub-detector, w
hereas in the latter case, the overall control is perform

ed from
 the

global op
eration station. A

 num
ber of su

b-d
etector services like the L

A
r cryogenics or ID

 cool-
ing stay op

erational. T
he m

onitoring and control of the hu
m

id
ity and

 tem
peratu

re of the elec-

F
ig

u
re

12-7  D
etector S
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tronics racks, the su
pervision of the u

n-interru
ptible pow

er supp
ly system

 and
 of other d

etector
specific equ

ip
m

ent is also perform
ed

. P
erm

anent access to the cond
itions and

 the configuration
d

atabases is available for D
C

S. 

T
he A

T
L

A
S m

agnet are p
erm

anently sw
itched

 on and therefore the interface w
ith the D

C
S m

u
st

be continuou
sly available. T

he rad
iation levels m

onitored
 by the L

H
C

 m
achine m

ust be accessi-
ble by the D

C
S at all tim

es. Sim
ilarly, the interface to the fire brigad

e and
 to the access security

system
, as w

ell as to the D
SS m

ust be continu
ou

sly op
erational. 
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13
P

hysics selectio
n and H

LT p
erform

an
ce

13.1
In

tro
du

ctio
n

In the Technical Prop
osal (T

P) for the H
LT, D

A
Q

 and
 D

C
S of the A

T
L

A
S experim

ent, a first u
n-

d
erstand

ing of the on-line event selection schem
e and

 the correspond
ing physics coverage w

as
p

resented
. Since then, the stud

ies have evolved
, to cope w

ith d
ifferent m

achine scenarios and
ad

d
itional constraints com

ing from
 the detector itself. O

ne of the m
ajor changes to take into ac-

count has been the LH
C

 start-up p
hase, currently foreseen to d

eliver 10 fb
-1 in one year, w

ith a
p

eak lu
m

inosity per fill of 2
×

10
33

cm
−2

s −1, a factor of tw
o higher than the Technical Proposal

assu
m

p
tions. T

his change has m
otivated

 a com
plete revisiting of the app

roach to the P
hysics

and Event Selection A
rchitecture of the experim

ent, lead
ing to a novel w

ay of red
ucing event

rates and
 sizes, w

hile retaining as m
uch as possible of the A

TL
A

S physics goals. N
eedless to say,

only the availability of real data w
ill allow

 this proposal to find
 a concrete im

plem
entation and

the tuning of the relative w
eights of the selection w

ill only be possible then, w
hen confronted

w
ith the environm

ent of L
H

C
 d

ata taking.

A
s it has been exp

lained
 in C

hapter 9, the H
igh L

evel Trigger (H
LT

) system
 of the exp

erim
ent is

com
p

osed
 of tw

o separate data redu
ction step

s, the LV
L

2 and
 the E

vent Filter (E
F), each of them

w
ith d

istinctive and
 com

p
lem

entary features. T
he com

m
on denom

inator of these selections is
that they w

ill op
erate u

sing softw
are algorithm

s running on com
m

ercial com
puters to valid

ate
the hyp

otheses of particle identification. T
he LV

L
2 w

ill d
o this w

ith pu
rpose bu

ilt algorithm
s

that need
 to operate in abou

t 10 m
s and u

se only p
art of the detector inform

ation at fu
ll granu-

larity, the E
F w

ill have the fully built event at d
isposal, w

ith a latency of the ord
er of a second

.
A

n im
p

ortant aspect is to m
aintain a flexible schem

e allow
ing for an easy adap

tation to changes
in conditions like lu

m
inosity or background

: the m
od

ularity of the H
LT w

ill allow
 the im

p
le-

m
entation of d

ifferent red
u

ction steps at d
ifferent stages. 

A
 m

and
atory inpu

t concerns the seed
ing of the H

LT selection, w
here a d

etailed
 sim

ulation of
the first level trigger (LV

L
1) result is needed

: this level id
entifies the regions of the d

etector (R
e-

gions-of-Interest) w
here p

otential cand
id

ates for interesting physics objects are found. This de-
tailed

 sim
ulation, d

escribed in Section
13.2, allow

s for a realistic u
se of the inform

ation com
ing

from
 LV

L
1, using the sam

e algorithm
s and

 p
rocedu

res that w
ill be im

plem
ented

 in cu
stom

hard
w

are in the exp
erim

ent. 

G
iven the com

m
onalities and

 the d
istinctions of the LV

L
2 and

 the E
F, it has been recognized

that a coherent and
 organized

 ap
proach to the softw

are com
ponents of the trigger valid

ation
w

as need
ed

 to m
ake a fu

nd
am

ental step
 forw

ard
 w

ith resp
ect to the T

P. T
he w

ork that w
ill be

p
resented

 in Section
13.3 has concentrated

 on this issue, by d
eriving the com

m
on tools for the

event selection and identifying the data m
od

el com
ponents and m

ethod
s that can be shared

across the different algorithm
s, in particular at LV

L2. T
his w

ill ease the im
p

lem
entation of d

if-
ferent selection schem

es, by m
aking as w

ell sim
pler the m

igration across levels.

A
nother im

p
ortant focus point for new

 d
evelopm

ents has been the com
p

liance w
ith the upd

at-
ed

 d
etector geom

etry and
 w

ith the realistic form
at of the data com

ing from
 the R

eadO
ut Sys-

tem
. This im

plies that algorithm
s w

ill op
erate on stream

s of bytes organized
 accord

ing to the
readou

t stru
cture of each d

etector, in exactly the sam
e w

ay in w
hich they w

ill in the real experi-
m

ent. T
his has allow

ed to stud
y and

 u
nd

erstand
 the im

plication of converting those byte-
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stream
s to the objects need

ed by algorithm
s in ord

er to p
erform

 trigger selections as w
ell as

m
aking p

relim
inary m

easurem
ents of the overheads stem

m
ing from

 these conversions.

In Section
13.4 the outcom

e of present stud
ies are p

resented
. Particular em

phasis has been put
on the selection of electrons and

 photons, and
 on the one of m

u
ons. For those “vertical slices” of

event selections, a thorough im
p

lem
entation of the app

roach described above has been attem
pt-

ed
. A

fter LV
L1 validation, d

ata organized accord
ing to the read

out form
at are u

sed
 by LV

L2 al-
gorithm

s, operating w
ithin the fram

ew
ork of the PE

SA
 Steering and C

ontrol (refPE
SA

). Trigger
elem

ents are then bu
ilt using d

etector inform
ation and

 verified
 against hypotheses of particle

identification. If LV
L

2 valid
ation is successful, the E

F reconstruction and analysis is perform
ed

(seed
ed or not by the LV

L2 result) and
 the final selection pu

blished
 for off-line use. R

ejection
against d

om
inant backgrou

nd
s and efficiencies for typical signals are rep

orted
, as w

ell as the
rates d

eriving from
 each of the selections.

To fully span the A
T

L
A

S physics coverage, also signatu
res involving jets, taus, E

T
m

iss, as w
ell

as jets w
ith b-qu

ark content have been stu
d

ied
, and results are reported

 in the sam
e section. A

s
d

escribed
 in C

hapter
4, the available on-line resources w

ill also be u
sed

, for lum
inosities below

the peak one, to evalu
ate b-p

rod
uction cross-section and m

ake p
recision m

easurem
ents w

ith B
-

had
rons. 

T
he global assessm

ent, based
 on the present evaluation for each signature, of the A

T
L

A
S rates

to off-line is m
ad

e in Section
13.5, together w

ith a prelim
inary d

escription on how
 to red

uce fu
r-

ther the d
ata volu

m
e by applying com

pression techniqu
es or zero supp

ression to the d
etector

inform
ation. A

 sketch of issu
es related to the initial phase of the experim

ent seen from
 the selec-

tion architectu
re p

oint of view
 is also given in Section

13.6.

13.2
Th

e LV
L1 trigger sim

u
latio

n

A
n im

portant ingred
ient to m

any H
LT

 tests and
 stud

ies is the sim
ulation of the LV

L
1 trigger the

result of w
hich serves as input to the H

LT trigger process. T
he A

T
L

A
S LV

L
1 trigger [13-2] is it-

self a com
plex system

 consisting of the calorim
eter trigger, the m

uon trigger and the C
entral

Trigger Processor (C
TP

) that m
akes the final LV

L
1 event d

ecision. Figure
13-1 gives an overview

of the LV
L1 trigger; the various com

ponents m
entioned

 in the figure w
ill be exp

lained
 later in

this section except for the T
T

C
 system

 (trigger, tim
ing and

 control) w
hich has no equivalent in

the sim
ulation.

T
he LV

L
1 trigger sim

u
lation is im

plem
ented

 in C
++

 in the A
TL

A
S offline com

pu
ting fram

e-
w

ork A
thena and

 relies heavily on the A
TL

A
S offline d

ata storage im
plem

entation, the so-
called transient event store (T

E
S). T

he structure of the sim
u

lation follow
s closely the structu

re of
the LV

L
1 trigger hard

w
are. Figure

 show
s a p

ackage view
 of the LV

L
1 sim

u
lation. It consists of

packages sim
ulating the resistive plate cham

ber (R
PC

) m
u

on trigger (indicated by the package
TrigT

1R
P

C
 in Figu

re
), the M

uon-to-C
TP

 Interface (M
u

C
TP

I, package TrigT
1M

uctpi), the calo-
rim

eter trigger (p
ackage TrigT

1C
alo) and

 the C
entral Trigger P

rocessor (package TrigT
1C

T
P).

T
he LV

L
1 configuration (package TrigT

1C
onfig) and

 the sim
u

lation of the R
egion-of-Interest

B
uilder (package TrigT

1R
oIB

) are provided
 as ad

d
itional packages. T

here are also p
ackages for

the d
efinition of the LV

L
1 resu

lt raw
 d

ata object (p
ackage TrigT

1R
esult), for classes used by

m
ore than one p

ackage (package TrigT
1Interfaces), and for the conversion of the LV

L
1 resu

lt
into 

the 
hardw

are 
form

at, 
the 

so-called 
bytestream

 
conversion 

(package 
TrigT

1R
esult-

B
ytestream

).  T
he various p

arts of the sim
u

lation show
n in Figure

 w
ill be explained

 in the next
sections. T

he sim
u

lation of the m
uon trigger in the endcaps, the signals for w

hich are provid
ed
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by the thin-gap
 cham

bers (p
ackage TrigT

1T
G

C
), so far exists only as a stand

-alone program
 and

w
ill not be treated

 in d
etail. 

T
he interfaces and

 d
ata form

ats to be used
 in the sim

u
lation [13-3] w

ere d
esigned

 to follow
 as

closely as w
as p

ractical the data form
ats u

sed
 in the LV

L
1 trigger hard

w
are w

hich are d
ocu-

m
ented in [13-4]. A

dd
itional inform

ation on the LV
L

1 sim
ulation can be fou

nd
 in [13-5].

13.2.1
C

o
nfigu

ration
 o

f th
e LV

L1 trigg
er

T
he task of the LV

L
1 trigger configu

ration is tw
ofold

: first, the trigger m
enu, i.e. the collection of

event signatures LV
L

1 is sup
posed

 to trigger on, has to be translated
 into som

ething that the
sim

u
lation of the C

TP
 can understand and

 use in m
aking the event d

ecision based
 on logical

com
binations of the inputs d

elivered
 by the calorim

eter and
 m

u
on triggers: T

he LV
L

1 signa-
tures, or trigger item

s, are com
binations of requirem

ents (or trigger conditions) on the m
u

ltip
lici-

ties of variou
s kind

s of candid
ate objects d

elivered
 by the calorim

eter and
 m

uon triggers fou
nd

in the event (see later su
bsections for d

etails about the calorim
eter and m

uon trigger p
rincip

les
and sim

u
lations). 

A
 sim

p
le exam

p
le for a trigger item

 is ‘one (or m
ore) electron/

photon candid
ate w

ith trans-
verse m

om
entum

 above 10 G
eV

 and
 one (or m

ore) m
u

on cand
idate w

ith transverse m
om

entum
above 15 G

eV
’. In a frequently used

 and
 obviou

s notation this red
uces to: ‘1E

M
10+

1M
U

15’,
w

here the string ‘E
M

’ (‘M
U

’) represents the electron/photon (m
uon) candid

ate, and
 the integer

num
bers in front of and

 behind
 the string sym

bolize the required m
ultiplicity and the required

F
igu

re
13-1  .A

n overview
 of the A

T
LA

S
 LV

L1 trigger system
. T

he R
egion-of-Interest B

uilder (R
oIB

) form
ally is

not a part of the LV
L1 trigger. Its sim

ulation, how
ever, is done together w

ith the sim
ulation of the other parts of

the LV
L1 trigger

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

220
13

  P
hysics selection and H

LT
 perform

ance

transverse m
om

entum
, respectively. T

he com
bination of a cand

id
ate string and

 a threshold
 val-

ue (like ‘EM
10’) is called

 a trigger threshold.

Second, the calorim
eter and m

u
on triggers have to be configu

red
 such that they d

eliver the in-
form

ation requ
ired

 for the event d
ecision by the trigger m

enu, i.e. that the m
u

ltip
licities for the

required trigger threshold
s are sent to the C

TP
 sim

ulation. For the im
p

lem
entation of the above

m
entioned

 exam
p

le the calorim
eter trigger has to be configured

 such that it d
elivers to the C

T
P

the m
u

ltip
licity cou

nt for the threshold
 ‘E

M
10’, i.e. the num

ber of electron/p
hoton cand

id
ate

objects w
ith transverse m

om
entu

m
 above 10 G

eV. It is obviou
s that the trigger m

enu and
 the

trigger threshold
s for the calorim

eter and
 m

uon triggers have to be d
efined

 consistently. P
artic-

ularly all threshold
s u

sed
 in the d

efinition of any trigger cond
ition in any trigger item

 m
ust be

d
elivered

 by the calorim
eter and

 m
uon triggers and

 thus need
 to be configured

.  

B
oth the trigger m

enu and
 the list of requ

ired
 trigger threshold

s are d
efined u

sing X
M

L
 and

 are
parsed

 into instances of C
++

 classes using the X
erces D

O
M

 A
PI [13-6]. T

he parsing of the trig-
ger m

enu creates an object w
hich contains the inform

ation on how
 the C

T
P sim

ulation has to
d

iscrim
inate the calorim

eter and
 m

uon trigger inputs (trigger conditions) and
 w

hat item
s have

to be bu
ilt from

 these cond
itions. 

In ad
d

ition, in the configuration p
rocess configuration objects for the calorim

eter and m
uon

triggers are created
 and

 are stored in the T
E

S for later retrieval by the calorim
eter and

 m
uon

trigger sim
ulations. T

hese objects contain the list of threshold
s for w

hich the subsystem
s have

to provid
e m

u
ltiplicity inform

ation to the C
T

P
 sim

u
lation. 

T
he LV

L1 trigger configuration softw
are is currently being ad

apted
 to also be able to configure

the LV
L

1 trigger hardw
are by deriving the necessary look-up table files and

 FP
G

A
 configura-

F
ig

u
re

13-2  A
 package view

 of the LV
L1 trigger sim

ulation.
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tion files from
 the X

M
L

 trigger m
enu

 and
 trigger threshold

 list. Such a com
m

on configuration
schem

e w
ill allow

 for cross-checks betw
een hardw

are and
 softw

are. 

13.2.2
T

he calorim
eter trigger and its sim

ulation

T
he LV

L
1 calorim

eter trigger [13-7] has to provid
e inform

ation on localised energy d
epositions

in the A
T

L
A

S calorim
eters, w

hich m
ight be du

e to single particles (electrons, photons, had
rons),

to tau lep
tons or to hadronic jets w

ith transverse energies (E
T ) above a set of p

re-defined
 thresh-

old
s and satisfying certain isolation criteria. T

he m
ultip

licities of these cand
id

ate objects are
counted and

 are p
assed

 on to the C
T

P to be u
sed

 in the LV
L

1 event decision. In add
ition, the

calorim
eter trigger calcu

lates global energy su
m

s (total and
 m

issing transverse energy) w
hich

are discrim
inated

 against a set of configu
rable thresholds and

 are also u
sed

 in the C
T

P event de-
cision.

T
he A

TL
A

S calorim
eter starts w

ith the signals of 7200 trigger tow
ers w

hich are analogu
e su

m
s

of trigger cells in the liquid
 argon and tile calorim

eters. T
he trigger tow

er signals are d
igitized

in the preprocessor electronics and
 then su

bject to tw
o d

ifferent trigger algorithm
s: E

lectron/
p

hoton and
 tau/hadron cand

id
ates are searched

 for w
ithin the 6400 trigger tow

ers of granular-
ity η×φ = 0.1×0.1 in the central part of the A

TL
A

S calorim
eters (|η|<

2.5) using the C
lu

ster P
roc-

essor. For the algorithm
s searching for jet candid

ates and
 d

eriving global energy sum
s in the

Jet/
Energy Processor, coarser (jet) elem

ents of granularity 0.2×
0.2 are used

, w
hich are bu

ilt from
all 7200 trigger tow

ers and
 are available for a larger rapid

ity range (|η|
<3.2 in case of the jet

trigger). 

In case of the electron/
photon trigger a cand

idate object is d
efined

 by a local m
axim

um
 of

transverse electrom
agnetic calorim

eter energy in a region of 2×
2 trigger tow

ers corresponding
to a 0.2×0.2 region in η−φ space. In ad

d
ition, vetos on the am

ount of had
ronic energy in that re-

gion and
 on the am

ou
nt of energy surround

ing the 2×2 region are applied. T
he highest trans-

verse energy sum
 that can be bu

ild
 from

 any neighbouring tw
o of the fou

r trigger tow
ers in the

2×
2 region d

efines the transverse energy of the cand
id

ate object w
hich is d

iscrim
inated

 against
the p

red
efined

 threshold
s. See [13-2] and

 [13-8] for a m
ore detailed

 d
escription of the various

calorim
eter trigger algorithm

s. 

In ad
dition to the cou

nting of object m
ultiplicities, R

egions-of-Interest (R
oIs) are defined

 u
sing

the highest E
T  threshold

s p
assed by the cand

id
ate objects and

 a bit pattern ind
icating their loca-

tion. T
hese R

oIs are transm
itted

 to the R
egion-of-Interest B

uild
er and serve to seed

 the H
LT

event d
ecision process. A

ll relevant calorim
eter trigger inform

ation is also provided
 to the read-

ou
t using S-LIN

K
s. 

T
he LV

L
1 calorim

eter trigger sim
ulation is d

esigned to rep
rod

uce the functionality of the hard-
w

are, bu
t does not entirely d

up
licate the d

ataflow
. T

he p
rim

ary reason is efficiency —
 the hard-

w
are trigger w

ill  process large am
ounts of d

ata in parallel, w
hich d

oes not translate w
ell to

offline sim
u

lation softw
are.

C
u

rrently the sim
ulation starts from

 inp
ut calorim

eter cell signals; there exists no ded
icated

sim
u

lation of trigger tow
er signals. The cell signals can be taken from

 the fast A
T

L
A

S sim
u

la-
tion or from

 the d
etailed G

E
A

N
T calorim

eter sim
u

lation. It is also p
ossible to feed

 the softw
are

w
ith hard

w
are test vectors, i.e. test patterns for w

hich the outp
ut of the trigger logic is know

n
and w

hich thu
s serve for functional tests of the hard

w
are and

 softw
are.

T
he cell signals are then used

 to bu
ild

, in a sim
p

lified
 geom

etrical ap
proach, trigger tow

er sig-
nals to w

hich calibration and
 a gaussian noise can be applied

. T
he tow

er d
ata are passed to the
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C
luster Processor sim

u
lation (electron/photon/

tau/
had

ron find
ing), and

 are sum
m

ed
 into the

coarser Jet E
lem

ents to be u
sed

 in the sim
ulation of the Jet and

 E
nergy P

rocessors (jet find
ing

and
 building of energy su

m
s). T

he m
u

ltip
licity outputs for the C

T
P sim

u
lation are prod

u
ced

and
 stored in the T

E
S for later retrieval, and

 the sim
ulated

 cand
id

ate objects are form
atted ac-

cord
ing to the S-L

IN
K

 d
ata protocol and

 are stored
 for later u

se in the R
oIB

 sim
ulations. So far

there is no sim
u

lation provid
ed for the read

ou
t d

ata stream
. 

T
he H

LT
 steering softw

are requ
ires the R

oIs to be given not in term
s of the LV

L
1 internal d

ata
form

at (basically a bit pattern d
etailing the electronics m

od
ule the signal cam

e from
 and

 a bit in-
d

icating the threshold
 that w

as passed
), but u

sing the coord
inates in η−φ sp

ace and
 the value (in

G
eV

) of the threshold
 that w

as passed
. In order to p

rovid
e this inform

ation, softw
are converters

are provid
ed to translate the raw

 32-bit R
oI d

ata w
ord

s into objects, com
p

lete w
ith m

ethods to
return the requ

ired
 data.

SA
Y

 SO
M

E
T

H
IN

G
 A

B
O

U
T C

A
L

O
R

IM
E

TE
R

 T
R

IG
G

ER
 VA

L
ID

A
TIO

N
 H

E
R

E
!!!!

13.2.3
Th

e R
P

C
 m

u
on

 trigg
er and

 its sim
ulatio

n

In the barrel part of the A
T

L
A

S d
etector (|η|<1.05) the m

u
on trigger uses inform

ation from
 the

resisitive plate cham
ber d

etectors (R
P

C
) of w

hich A
T

LA
S has six layers organised

 in three so-
called stations [13-9]. T

he m
idd

le R
PC

 station (R
PC

2) is called the pivot plane. The algorithm
 that

find
s m

uon candid
ates w

orks as follow
s [13-10]: each hit found in the pivot plane is extrapolat-

ed
 to the innerm

ost R
PC

 station (R
P

C
1) along a straight line through the interaction point, and

a
coincidence w

indow
 is d

efined around the point w
here the line hits the station R

PC
1. Since the

A
T

LA
S m

agnetic field
 w

ill bend
 the trajectory of charged particles, the size of the coincid

ence
w

indow
 d

efines the transverse m
om

entum
 p

T  of m
u

on tracks that can be triggered
. A

 low
-p

T
m

uon cand
id

ate is found
 if there is at least one hit in the coincid

ence w
ind

ow
 and if in at least

one of the stations R
PC

1 and
 R

PC
2 there are hits in both p

lanes. If, in ad
d

ition, there is a coin-
cid

ing hit in at least one of the tw
o p

lanes of the ou
term

ost station R
P

C
3, a high-p

T  cand
id

ate
has been fou

nd
. For each of the 64 sectors of the R

P
C

 trigger, u
p to tw

o m
u

on candid
ates can be

selected
 and

 sent to the M
uC

T
PI.

T
he inp

ut to the sim
u

lation of the m
uon trigger logic is provid

ed
 by a package that perform

s the
sim

ulation of the R
PC

 trigger d
etector system

; this is done w
ith the program

 A
T

L
SIM

. T
he

m
uon d

etector layout used
 for this sim

ulation is the version “P
03” [13-11]; the geom

etry of the
single R

P
C

 stations and the p
osition of these stations in the m

uon spectrom
eter is rep

rod
uced in

great detail, follow
ing w

ith care the engineering d
raw

ings. T
he m

aterial com
p

osition and
 ge-

om
etry of the single R

P
C

 u
nits are also correctly sim

ulated
. T

he sim
ulation of the R

PC
 d

etector
response is based

 on the resu
lts obtained

 in test-beam
 experim

ents. T
he hits p

rod
uced by the

sim
ulation of charged

 particles crossing the R
P

C
 d

etectors are collected
 and

 stored in output
files and

 can be used
 in d

ow
nstream

 p
ackages for the sim

u
lation of the trigger logic and

 also for
the event reconstruction.

T
he detector sim

ulation stage is follow
ed by a set of A

thena algorithm
s w

hich are u
sed

 to sim
u-

late in d
etail the logic of the LV

L
1 m

u
on barrel trigger. T

here are basically tw
o sets of objects: 

T
he first set is a collection of objects corresp

ond
ing to (and

 sim
ulating the behaviour of) the ba-

sic elem
ents of the hard

w
are system

: the C
oincid

ence M
atrix A

SIC
 (C

M
A

), the Pad
 board

, the
Sector L

ogic and
 the R

eadO
ut D

river. A
ll d

ata belonging to a given C
M

A
 are recorded

 in a d
y-

nam
ic structure, and

 the input register bits correspond
ing to the fired

 channels are set to one.
C

hannel m
asking, tim

e alignm
ent and

 the introd
u

ction of an artificial d
ead

 tim
e to the fired

channels are p
ossible although not used

 yet in the p
resent im

p
lem

entation. T
he trigger d

ata of
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the eight C
M

A
s belonging to a given P

ad board
 are p

rocessed follow
ing the sam

e logic as the
electronics, and the ou

tput of all Pad
s belonging to a given trigger sector are sent to the corre-

spond
ing Sector L

ogic. T
he Sector L

ogic id
entifies the tw

o highest transverse m
om

entum
 m

u
on

cand
id

ates am
ong all the Pad

s and p
rovides the adresses of the relevant R

egions-of-Interest.The
ou

tput of the Sector Logic is finally stored
 in the T

E
S from

 w
here it can be retrieved

 by the
M

uC
T

PI sim
ulation. 

T
he second

 set of objects com
prises four packages w

hich reprod
uce the architecture of the

m
uon trigger system

 and
 have access to the geom

etry of the R
PC

 trigger system
. T

he m
ain

functions of these packages are the m
apping betw

een different hardw
are com

ponents (R
PC

 de-
tectors to C

M
A

s to Pad
s to Sector Logic objects), the configuration of the C

M
A

s according to the
threshold

s chosen, and
 the d

ata transfer betw
een the d

ifferent parts of the sim
ulation. 

T
he C

M
A

s supp
ly inform

ation also to the read
ou

t system
; this d

ata p
ath is also sim

ulated
. The

resu
lting data are organised in a structu

re that follow
s exactly the one adop

ted
 in the hard

w
are

(bytestream
 form

at). T
his, together w

ith softw
are converters for the interpretation of the

bytestream
 d

ata, allow
s the u

se of the R
PC

 data in LV
L2 selection algorithm

s like m
u

Fast [13-
12].
In ad

dition to the sim
u

lation just d
escribed

, a fast sim
ulation of the trigger logic for a fast em

u-
lation of the LV

L
1 trigger logic at LV

L
2 is provid

ed
.

T
he sim

ulation softw
are w

as com
pletely rew

ritten w
ith resp

ect to the softw
are u

sed
 for the

H
LT

 technical p
roposal [13-13] and has only recently been integrated

 into the overall LV
L

1 trig-
ger sim

ulation. T
herefore, the valid

ation process has ju
st started

; so far no resu
lts show

ing the
equivalence of the current sim

u
lation w

ith the one u
sed

 in the technical proposal or dem
on-

strating the im
p

roved p
erform

ance of the trigger du
e to a m

ore precise sim
u

lation and
 a better

d
etector d

escription are available. Som
e inform

ation on the perform
ance of the R

PC
 m

uon trig-
ger can be found

 in [13-12] and
 [13-14].

13.2.4
T

he M
u

on
-to-C

TP
 interface and its sim

ulation

T
he M

uon-to-C
T

P Interface (M
uC

T
PI, [13-15]) receives up to tw

o m
uon cand

idates from
 each of

the 208 sectors of the barrel (R
P

C
) and

 end
cap

 (T
G

C
) m

uon triggers. From
 these candid

ates, the
m

ultiplicities of m
u

ons are calculated
 for six d

ifferent m
uon p

T  thresholds and
 are sent to the

C
T

P. In case the event is accepted, u
p to 16 cand

id
ates (chosen are the ones w

ith the highest p
T )

are form
atted

 to conform
 to the A

TL
A

S R
O

D
 stand

ard
 and

 are sent via the R
egion-of-Interest

B
uild

er to the H
LT and

, via a separate link, to the read
out system

. T
he M

u
C

T
PI sup

presses can-
d

idates w
hich are the resu

lt of d
ouble-counting d

ue to overlapping m
uon cham

bers.

T
he M

uC
T

P
I sim

u
lation follow

s the hard
w

are schem
e as closely as possible, dow

n to the d
ata

form
ats used in the hard

w
are. T

he dataflow
 is em

ulated
 u

sing the sam
e stages of p

rocessing as
in the hard

w
are, inclu

d
ing the propagation of error and

 status bits. A
ccess functions are p

rovid-
ed

 for every type of inform
ation available in the hard

w
are. T

he sim
ulation w

as originally a
stand

-alone program
 for extensive tests of the prototype M

u
C

T
PI hardw

are. It has recently been
p

orted
 to the A

T
LA

S offline fram
ew

ork, A
thena. It has been integrated

 w
ith the sim

ulation of
the R

PC
 m

uon cham
bers and

 trigger on the inp
ut sid

e, and
 w

ith the sim
ulations of the C

T
P and

the R
oIB on the outp

ut sid
e. A

lso the ou
tpu

t to the readou
t is sim

ulated
; this is how

ever not yet
u

sed
 w

ithin the LV
L

1 sim
u

lation efforts. 
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13.2.5
The LV

L1 C
T

P
 and its sim

ulation

T
he LV

L1 trigger event d
ecision is m

ad
e in the C

entral Trigger Processor (C
T

P, [13-16]) in the
afore m

entioned
 tw

o-step proced
ure: 

T
he threshold

 m
ultiplicities from

 the calorim
eter and

 m
uon triggers are d

iscrim
inated

 against
the trigger conditions introd

uced
 in Section

13.2.1 —
 sim

ple m
u

ltip
licity requirem

ents. D
epend

-
ing on the inpu

ts from
 the calorim

eter and
 m

uon trigger, each trigger cond
ition takes a logical

valu
e TR

U
E or FA

LSE
. 

T
he trigger cond

itions (or rather their logical values) are com
bined

 using A
N

D
, O

R
 and

 N
O

T
operations to give com

plex trigger item
s. E

ach trigger item
 corresp

ond
s to a signatu

re to be trig-
gered by LV

L
1 as defined

 in the trigger m
enu; gates and prescales can be app

lied
 to each indi-

vid
u

al item
. T

he LV
L

1 trigger resu
lt is then the logical O

R
 of all trigger item

s. The final C
T

P
d

esign w
ill p

robably foresee up to 96 trigger item
s. 

T
he logical relations betw

een the conditions and
 the item

s on one sid
e, and

 the cond
itions and

the inpu
t threshold m

ultiplicities on the other side, are p
rovided

 by the LV
L

1 trigger configura-
tion (Section

13.2.1). T
he C

T
P

 provid
es id

entical outpu
t to the R

oIB and
 to the read

out; the in-
form

ation that is sent com
prises bit p

atterns for the input signals and
 for the trigger item

s
before and

 after prescales and
 vetos, and

 the L
1A

 signal.

In the currently existing p
rototype hardw

are im
plem

entation of the C
TP, the C

T
P-D

 (‘D
’ for

d
em

onstrator, [13-17]), this selection proced
ure is im

plem
ented

 using tw
o look-up

 tables (L
U

T
)

for the m
ultiplicity d

iscrim
ination and

 tw
o program

m
able d

evices (C
PL

D
) for the com

bination
of cond

itions to item
s. The final design of the C

T
P

 w
ill probably incorporate only one big p

ro-
gram

m
able d

evice in w
hich both above m

entioned
 steps can be perform

ed
.

T
he existing C

T
P sim

u
lation follow

s closely the C
TP

-D
 design —

 conversion to the final C
T

P
d

esign m
ay eventu

ally requ
ire som

e effort, d
epend

ing on how
 close to the hard

w
are im

plem
en-

tation the sim
ulation softw

are is sup
posed

 to be.

First, the input threshold
 m

ultiplicities p
rovided

 by the calorim
eter trigger and M

uC
T

P
I sim

u-
lations are collected

, and
 the m

u
ltip

licities that are requ
ired in the trigger m

enu
 are discrim

inat-
ed

 against the respective cond
itions w

hich are taken from
 the C

++
 object representing the

trigger m
enu

 that is p
rovided

 by the configu
ration step.

In a recursive algorithm
 the conditions are then com

bined to trigger item
s. Taking into account

the logical relations is facilitated
 by the use of X

M
L

 as the m
ed

ium
 for the trigger m

enu d
efini-

tion. 

T
hen all item

s are passed
 throu

gh a prescale algorithm
, and the logical O

R
 of all item

s is
form

ed
, resu

lting in the LV
L

1 event resu
lt (the LV

L
1 accep

t or L1A
 signal w

hich m
ight be 0 or 1,

FA
L

SE
 or T

R
U

E
). N

o effort has been u
nd

ertaken so far to im
plem

ent the d
eadtim

e algorithm
s

realized in the hard
w

are.

Finally, the C
T

P result object, w
hich in content and

 form
at corresp

ond
s precisely to the one p

ro-
vid

ed
 by the hardw

are, is form
ed and stored

 in the T
ES for later use by the R

oIB.  
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13.2.6
Interface to the H

LT

T
he interface betw

een the LV
L

1 trigger and
 the H

LT
 is the R

egion-of-Interest B
uild

er (R
oIB

, [13-
18]) w

hich form
ally is not a p

art of the LV
L1 trigger. T

his device collects the inform
ation rele-

vant for the H
LT

 from
 the calorim

eter and m
uon triggers and

 from
 the C

T
P, and

 com
bines all

d
ata into a single block w

hich serves as input to the LV
L

2 sup
ervisor. T

he d
ata are transm

itted
in S-L

IN
K

 form
at (four S-L

IN
K

s from
 the calorim

eter trigger cluster processor, tw
o from

 the
jet/energy processor, and

 one from
 each the M

u
C

T
PI and

 C
T

P). T
he R

oIB
 has to operate at the

highest foreseen LV
L

1 ou
tpu

t rates w
ithout introd

ucing ad
ditional d

ead
tim

e. 

T
he R

oIB
 sim

u
lation picks up

 the S-L
IN

K
 inform

ation stored in the TE
S by the calorim

eter trig-
ger, M

uC
T

PI and
 C

T
P sim

ulations and constructs a LV
L1 result raw

 d
ata object (R

D
O

). T
his ob-

ject, the content of w
hich is used

 to seed
 the H

LT
 steering, can then be converted into persistent

or transient hard
w

are (or bytestream
) form

at using a softw
are converter w

hich is p
rovid

ed
 w

ith-
in the LV

L
1 sim

ulation effort, as is the converter for translating the bytestream
 form

at back into
objects w

hich serve to seed the H
LT

 trigger and contain the value (in G
eV

) of the passed
 thresh-

old
 and

 the location of the R
oI in the η−φ space. 

13.3
C

o
m

m
on

 to
ols for selection

T
he H

LT algorithm
s are the basic softw

are com
ponents w

hich provid
e d

ata to d
erive the trigger

d
ecision. T

hese algorithm
s operate w

ithin the context and environm
ent of the PE

SA
 C

ore Soft-
w

are w
hich is discu

ssed from
 a conceptu

al d
esign and

 architectural stand
point in C

hapter 9.
Section

13.3.1 p
rovid

es an overview
 and

 d
escription from

 the view
p

oint of these H
LT algo-

rithm
s. T

he objects of a com
m

on E
vent D

ata M
od

el w
hich algorithm

s exchange and m
anip

ulate
are d

escribed in Section
13.3.2. A

n inventory of H
LT

 algorithm
s intend

ed
 to operate in the LV

L
2

environm
ent is given in Section

13.3.3 w
hile those for the E

F are d
escribed

 in Section
13.3.4.

13.3.1
A

lg
orith

m
ic V

iew
 o

f th
e C

o
re S

o
ftw

are F
ram

ew
ork

U
nlike their counterparts in the O

ffline Softw
are environm

ent, H
LT

 algorithm
s m

ust allow
them

selves to be gu
id

ed
 by the PE

SA
 Steering, to be seed

ed
 by Trigger E

lem
ents, and

 to op
erate

w
ith a restricted

 set of event d
ata.

To accom
plish the Steering gu

id
ance of algorithm

s using Sequ
ence Tables and

 Trigger Elem
ents,

a Seed
ed ap

proach is requ
ired

. Trigger E
lem

ents characterizing abstract physics objects have a
label (e.g., ‘electrons’ or ‘jets’) and

 effectively d
ecoup

le the Steering and
 Physics Selection from

d
etails of the E

vent D
ata M

odel used
 by the algorithm

s. V
ia the N

avigation schem
e w

ithin the
P

ESA
 C

ore Softw
are environm

ent, algorithm
s m

ay obtain concrete event d
ata associated w

ith a
given Trigger E

lem
ent w

hich d
efine the Seed

 of restricted and
 relevant event data fragm

ents
u

pon w
hich they should w

ork. 

T
he Trigger processing itself starts from

 a LV
L

1 R
oI u

sing predefined
 Sequ

ences of algorithm
s.

T
hese LV

L
1 R

oI objects are associated to Trigger Elem
ents allow

ing them
 to be acted

 upon by
the Steering. For each of these Trigger E

lem
ents, the Steering execu

tes the required
 algorithm

s
as d

efined in a Sequence Table. H
ence, it is p

ossible that a given algorithm
 m

ay be executed
 N

tim
es per event. This is fund

am
entally d

ifferent than the ‘E
vent Loop’ app

roach of the O
ffline

reconstru
ction parad

igm
 w

here a given O
ffline algorithm

 w
ould act only once u

pon each event.
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A
t LV

L2, event d
ata reside w

ithin R
O

B
s u

ntil actively requ
ested. T

his allow
s the LV

L2 algo-
rithm

s to requ
est and

 process only a sm
all fraction of event d

ata from
 R

O
B

s, representing a su
b-

stantial red
uction in the netw

ork and
 com

putation resources requ
ired

. T
he first step in this

process is the conversion of a geom
etrical region (e.g., a cone w

ith an extent η and φ) into Id
enti-

fiers; this is accom
p

lished
 w

ith the H
LT

 R
egionSelector.

T
he H

LT R
egionSelector [13-20] translates geom

etrical regions w
ithin the fid

ucial volum
e of the

d
etector into a set of Identifiers. P

resently these Id
entifiers are I

d
e
n
t
i
f
i
e
r
H
a
s
h

es u
sed

 in the
offline softw

are environm
ent. T

hey correspond to elem
ents of app

ropriate granu
larity in each

sub-detector, usually a D
etectorE

lem
ent. A

s such, the R
egionSelector uses D

etectorD
escription

inform
ation d

uring its initialization phase to build an E
t
a
P
h
i
M
a
p for each layer (or d

isk) of a
subd

etector. This m
ap is essentially a tw

o-d
im

ensional m
atrix in η and

 φ. E
ach elem

ent consists
of a l

i
s
t of I

d
e
n
t
i
f
i
e
r
H
a
s
h

; the colu
m

n ind
ices are φ floating point nu

m
bers w

hile a range
(η

m
in ,η

m
ax ) specifies row

 ind
ices. T

he inpu
t to R

egionSelector is the sub-d
etector u

nd
er consid

-
eration (i.e., P

ixel, SC
T, T

R
T, L

A
r, Tile, M

D
T, R

P
C

, C
SC

, or T
G

C
) and

 the physical extent of the
geom

etrical region. G
iven the vastly different designs of each subd

etector, a su
bd

etector-d
e-

pendent proced
ure is used. W

ith know
led

ge of the layers and/
or d

isks in the region, the R
e-

gionSelector 
searches 

the 
φ

→
I
d
e
n
t
i
f
i
e
r
H
a
s
h 

m
ap 

w
hich

 
w

ill 
give 

a 
set 

of
I
d
e
n
t
i
f
i
e
r
H
a
s
h

 is relevant in φ region. T
he last step is to validate each I

d
e
n
t
i
f
i
e
r
H
a
s
h

inside the I
d
e
n
t
i
f
i
e
r
H
a
s
h→

 (η
m

in ,η
m

ax ) m
ap.

Interactions w
ith the D

ata C
ollection system

 are hidd
en from

 the A
lgorithm

 behind
 a call to

StoreG
ate. W

ithin StoreG
ate, event d

ata are aggregated
 into collections w

ithin an Id
entifiable-

C
ontainer (ID

C
) and

 labelled
 w

ith an Identifier. A
lgorithm

s requ
est event d

ata from
 StoreG

ate
using the set of Identifiers obtained

 by the H
LT R

egionSelector. If the collections are already
w

ithin StoreG
ate, it retu

rns them
 to the H

LT
 algorithm

. If not, StoreG
ate uses the I

O
p
a
q
u
e
A
d
-

d
r
e
s
s to d

eterm
ine w

hich R
O

B
s hold the relevant event d

ata and
 requests it from

 the D
ata C

ol-
lection system

. A
 B

yteStream
 converter converts the R

aw
 D

ata into either R
aw

 D
ata O

bjects
(R

D
O

s) or, by invoking a D
ataPreparation A

lgTool, into R
econstruction Inp

ut O
bjects (R

IO
s).

T
he obtained R

D
O

s or R
IO

s are stored
 w

ithin the collections w
ithin the ID

C
 w

ithin StoreG
ate.

13.3.2
E

vent D
ata M

o
del C

om
ponents

D
uring 2002 and

 2003, there has been a su
bstantial ongoing effort w

ithin the H
LT, O

ffline, and
subd

etector com
m

u
nities to establish a com

m
on E

vent D
ata M

od
el (E

D
M

) betw
een H

LT
 and

O
ffline softw

are in the areas of the raw
 and

 reconstru
ction data m

od
els. In the discussion that

follow
s, the concept of a D

etectorElem
ent is used as an organizing and

 id
entifying principle for

m
ost ED

M
 objects; these are discussed in Section

13.3.2.1. A
t the tim

e of w
riting this d

ocum
ent,

there has been convergence w
ith resp

ect to the raw
 data m

od
el d

escribed
 in Section

13.3.2.2.
C

om
m

on reconstru
ction d

ata m
od

el classes specific to LV
L2 and

 E
F algorithm

s have been d
e-

velop
ed and are d

escribed
 in Section

13.3.2.3 and
 Section

13.3.2.4.

13.3.2.1
E

ven
t D

ata O
rganizatio

n

E
vent D

ata (e.g., R
aw

 D
ata O

bjects (R
D

O
s) and R

econstru
ction Inp

ut O
bjects (R

IO
s)) are aggre-

gated
 into collections corresponding to ad

jacent read
ou

t channels w
ithin the p

hysical d
etector.

T
hese collections resid

e in an IdentifiableC
ontainer (ID

C
) w

ith Id
entifier labels correspond

ing
to the unit of aggregation. For m

ost sub-detectors, the organizing principle is that of the D
etec-

torE
lem

ent.
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In the Pixel detector a D
etectorElem

ent is a m
od

ule, equivalent to a single Silicon w
afer; hence

there are 1744 P
ixel D

etectorE
lem

ents. For the SC
T, a D

etectorElem
ent is one sid

e of a m
od

ule,
equivalent to a bond

ed
 p

air of w
afers w

hose strip
s are oriented

 in a single d
irection (i.e., axial or

stereo); there are 8176 SC
T

 D
etectorElem

ents. For the T
R

T, a D
etectorE

lem
ent is a planar set of

straw
 tu

bes rep
resenting one row

 at a constant d
istance from

 the m
od

ule inner w
all of straw

s in
a barrel m

od
ule (i.e., a plane correspond

ing to the tangential direction in the barrel) and
 1/32 in

rφ at a given z of straw
s in an end

-cap w
heel; there are 19008 T

R
T

 D
etectorE

lem
ents [13-19].

For the calorim
eters, the concept of D

etectorE
lem

ent is d
ifficult to define. Instead

, the organiz-
ing principle for event d

ata is that of the Trigger Tow
er.

W
ithin the m

u
on sp

ectrom
eter, for the M

D
Ts, a D

etectorE
lem

ent is a single M
D

T
 cham

ber,
w

here there is at m
ost a single M

D
T

 cham
ber per station, and typ

ically, an M
D

T
 cham

ber has
tw

o m
u

ltilayers. A
n R

PC
 D

etectorE
lem

ent is the R
PC

 com
ponents associated

 to exactly one bar-
rel m

u
on station; there m

ay be 0, 1 or 2 R
PC

 d
ou

blet sets per station and
 a dou

blet set m
ay com

-
p

rise 1, 2 or 4 R
P

C
 dou

blets. A
 T

G
C

 D
etectorE

lem
ent is one T

G
C

 η d
ivision, or cham

ber, in a
T

G
C

 station; there are 24 forw
ard

 stations in a ring and
 48 endcap stations in a ring and there

are four rings at each end
 of the A

T
L

A
S d

etector. Finally, for a C
SC

 D
etectorE

lem
ent is a single

C
SC

 cham
ber, w

here there is at m
ost a single C

SC
 cham

ber per station. A
 C

SC
 cham

ber typ
ical-

ly has tw
o m

u
ltilayers.

13.3.2.2
R

aw
 D

ata M
od

el C
o

m
p

on
en

ts

B
yteStream

 R
aw

 D
ata is R

O
B

-form
atted

 d
ata prod

u
ced

 by the A
T

LA
S d

etector or its sim
ulation

[13-19]. It is defined
 by a set of hierarchical fragm

ents, w
here only the bottom

 level, the R
O

D
fragm

ent, is d
efined by the su

b-detector group. T
he form

at of the B
yteStream

 has not yet been
form

ally defined
. H

ence, prelim
inary “best guesses” have been m

ad
e as to its structure w

hich
m

ay und
ergo changes in the fu

ture.

A
 R

aw
 D

ata O
bject (R

D
O

) is u
ncalibrated

 R
aw

 D
ata converted into an object rep

resenting a set
of readou

t channels. H
istorically this has been referred

 to as a D
igit. It is the representation of

R
aw

 D
ata w

hich is p
ut into the Transient E

vent Store (TE
S) and

 is potentially persistifiable.

T
he p

urp
ose of the R

D
O

 converters is du
al: first a R

aw
 D

ata B
yteStream

 file can be created
 by

taking the inform
ation from

 the alread
y filled

 R
D

O
s (in the transient store, from

 Z
E

BR
A

); sec-
ond, this B

yteStream
 file can then be read back by the converters to fill the R

D
O

s (or the R
IO

s
for LV

L
2). Since the R

D
O

s are a representation of the specific d
etector ou

tpu
t, its content can

change w
ith the life tim

e of the su
b-d

etectors.

A
 d

etailed
 d

escription of the R
aw

 D
ata M

od
el com

ponents is available elsew
here [13-21].

13.3.2.3
R

eco
n

stru
ctio

n D
ata M

o
d

el C
om

po
nents

A
lgorithm

s interact w
ith R

econstruction Inpu
t O

bjects (R
IO

s) as opp
osed

 to R
D

O
s. For each

subd
etector system

, classes of R
IO

s have been d
efined and are d

escribed
 in the follow

ing sub-
sections.

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

228
13

  P
hysics selection and H

LT
 perform

ance

13.3.2.3.1
Inner D

etector

T
he im

plem
entation of the R

IO
s m

akes use of the I
d
e
n
t
i
f
i
a
b
l
e
C
o
n
t
a
i
n
e
r base class, and

the collections are also accord
ing to the granularity of D

etectorE
lem

ents.

T
he Pixel and SC

T
 R

IO
s are C

lusters. A
 C

luster in the P
ixel d

etector is a tw
o-d

im
ensional group

of neighbou
ring readou

t channels in a D
etectorElem

ent. A
 C

luster in the SC
T

 is a one-dim
en-

sional grou
p of neighbouring read

out channels in a D
etector E

lem
ent. For Pixel and

 SC
T, there

are currently tw
o im

p
lem

entations of the C
luster class: one used for E

F and
 O

ffline and one
used

 for LV
L

2. T
he one used

 at E
F has P

ixel and SC
T

 sharing the sam
e class. For LV

L
2 there is a

com
m

on structure for Pixel, SC
T

 and
 T

R
T, but they all have their ow

n concrete classes. For P
ixel

and
 SC

T
 there is a base class used for LV

L
2. There is also an E

xtended class w
hich could

 p
oten-

tially be used at E
F (w

hich inherits from
 the LV

L
2 base class) in the futu

re. B
oth LV

L
2 and

 E
F set

of cluster classes contain a list of R
D

O
 identifiers from

 w
hich the cluster is built. T

he num
ber of

m
em

ber functions is lim
ited

 in both set of classes and
 the m

em
ber fu

nctions follow
 the Inner

D
etector R

equirem
ents [13-19]. It is assum

ed
 that in the future there w

ill be only one set of R
IO

classes to be u
sed for LV

L
2, EF, and

 O
ffline.

A
t LV

L2, P
ixel and

 SC
T R

IO
s are converted

 to 3-d
im

ensional coord
inates in the A

T
L

A
S global

coordinate system
 u

sing the A
l
g
T
o
o
ls

S
C
T
_
S
p
a
c
e
P
o
i
n
t
T
o
o
l
 

and
 P
i
x
e
l
S
p
a
c
e
P
o
i
n
t
-

T
o
o
l. T

hese tools accept as input a ST
L

 v
e
c
t
o
r

 of p
ointers to C

lu
ster C

ollections of the app
ro-

priate type, S
C
T
_
C
l
u
s
t
e
r
C
o
l
l
e
c
t
i
o
n or P

i
x
e
l
C
l
u
s
t
e
r
C
o
l
l
e
c
t
i
o
n, and

 return a ST
L

v
e
c
t
o
r

 of objects of the class T
r
i
g
S
i
S
p
a
c
e
P
o
i
n
t. A

 U
M

L
 class d

iagram
 of the LV

L
2-specific

SpacePoint class T
r
i
g
S
i
S
p
a
c
e
P
o
i
n
t and

 associated I
n
D
e
t
R
e
c
I
n
p
u
t classes is show

n in
Figu

re [R
ef: fig:sp

acepoint]

For the P
ixels, the creation of SpaceP

oints consists of com
bining the local coord

inates of C
lu

s-
ters w

ith inform
ation on the p

osition and orientation of the D
etectorE

lem
ent to give the global

coordinates. T
he p

rocess for the SC
T

 is m
ore com

plicated
 since a single SC

T
 detector p

rovid
es

only a one-d
im

ensional m
easurem

ent. H
ow

ever, an SC
T m

od
ule, consisting of tw

o d
etectors in

a stereo-pair, p
rovide 2-dim

ensional inform
ation. O

ne sp
ecies of SC

T
 D

etectorE
lem

ent, phi-lay-
er, has strips orientated

 parallel to the beam
 axis, the other, u or v layer, is rotated

 by ± 40m
R

ad
w

ith resp
ect to the phi-layer D

etectorE
lem

ents. T
he form

ation of SpacePoints consists of the fol-
low

ing step
s:

•
A

ssociate each phi-layer C
luster C

ollection
1 w

ith the correspond
ing stereo-layer C

lu
ster

C
ollection;

•
For each pair of C

ollections (p
hi +

 stereo), take each phi-layer C
luster and search for asso-

ciated
 stereo-layer C

lu
sters. If there is m

ore than one associated
 stereo layer C

lu
ster, a

SpacePoint is form
ed

 for each (in this case one, at m
ost, w

ill be a correct m
easurem

ent,
the others w

ill form
 ‘ghost’ points). If no associated stereo-layer hit is fou

nd
, a point is

created
 from

 the phi-layer inform
ation alone;

•
C

alcu
late the second

 coord
inate (z for the barrel, or R

 for the end
-caps);

•
U

sing inform
ation on the position and orientation of the D

etectorE
lem

ent transform
 to

global coord
inates.

N
ote that for the LV

L
2 SpacePoints som

e sim
p

lifications are m
ad

e in the interest of speed
, as

follow
s:

1.
T

here is a C
lu

ster C
ollection per D

etectorE
lem

ent.
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•
N

o attem
pt is m

ad
e to form

 SpacePoints from
 Tracks passing close to the edge of a m

od-
u

le, w
here the correspond

ing stereo-layer C
luster is in a different m

od
ule.

•
Since the stereo and p

hi layers are separated by a sm
all distance, the trajectory of the track

w
ill influence the m

easu
rem

ent of the second
 coordinate. Since the trajectory is not

know
n at the tim

e that SpaceP
oints are created

, there w
ill be a corresponding increase in

the uncertainty in the m
easurem

ent in the second
 coord

inate (R
 or z).

T
he T

R
T R

IO
 is the d

rift circle of a straw
. In the case of the T

R
T, the sam

e classes are used
 for

LV
L2, EF, and

 O
ffline: those classes are the D

r
i
f
t
C
i
r
c
l
e classes part of the set of classes that

are also used at LV
L

2 for Pixel and
 SC

T. T
he granularity of the T

R
T

 R
IO

 is the sam
e as for the

R
D

O
: that of a straw

, thu
s the R

IO
 contains an id

entifier w
hich is the offline identifier for a

straw
. In the case of the R

D
O

 the straw
 inform

ation is u
ncalibrated

 and
 is ju

st the direct content
of the d

etector output, w
hile in the case of the R

IO
 the straw

 inform
ation is calibrated: out of the

d
rift tim

e, a d
rift rad

ius is obtained
. For now

, the d
rift fu

nction applied
 is the sam

e for all
straw

s. In the fu
ture the constants that go into the p

aram
etrization of this drift function w

ill
com

e from
 the Interval of V

alid
ity Service [13-23].

13.3.2.3.2
C

alorim
eters

For the C
alorim

eters, the R
IO

s are calibrated
 calorim

eter cells (L
A
r
C
e
l
l

s and
 T
i
l
e
C
e
l
ls), im

-
p

orted
 from

 the offline reconstruction.

B
oth L

A
r
C
e
l
ls and

 T
i
l
e
C
e
l
ls have C

a
l
o
C
e
l
l

 as a com
m

on base class w
hich represents the

basic nature of a observation in the calorim
ters an energy, position, tim

e, and quality. A
 C
a
l
o
-

C
e
l
l has been calibrated

 so that e
n
e
r
g
y
(
) returns the physical energy d

eposit in the cell w
ith

u
nits of G

eV, but w
ithou

t any kind
 of leakage corrections. Tim

e is given in nanosecond
s and

 re-
fers to w

hen the d
eposit occu

rred
, relative to the trigger; it should be zero for good

 hits. Q
uality

reflects how
 w

ell the inpu
t to the system

 m
atched

 the signal m
od

el on w
hich the algorithm

 is
based

. It is a num
ber w

ith a value betw
een zero to one, giving the significance of the hypothesis

that the actual signal is a sam
pling of the signal m

od
el (i.e., it is the integral of a probability d

is-
tribution from

 negative infinity to an observed
 value of a test statistic and

 ought to be uniform
ly

d
istributed

 betw
een zero and one if the hypothesis is correct).

13.3.2.3.3
M

uon S
pectrom

eter

[N
eed text here.]

13.3.2.4
R

eco
n

stru
ctio

n O
utp

u
t

13.3.2.4.1
Tracks

A
 track is, in general, an object containing a param

etrization of a hypothesized
 particle trajecto-

ry through sp
ace relating grou

ps of R
IO

s and/
or SpaceP

oints together. A
 Track trajectory con-

sists of three p
osition, tw

o d
irection, and

 one cu
rvature 1 param

eters. If a track is evaluated
 at an

intersecting su
rface, there are five param

eters and
 a covariance m

atrix.
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A
 p

roposed uniform
 Track class exists for LV

L
2 algorithm

s, the T
r
i
g
I
n
D
e
t
T
r
a
c
k class. A

U
M

L
 class d

iagram
 of T

r
i
g
I
n
D
e
t
T
r
a
c
k
 

and
 associated

 classes is show
n in Figure [R

ef:
fig:track]. N

o such uniform
 Track class yet exists in the O

ffline environm
ent. 1

13.3.2.4.2
C

alorim
eter C

lusters

[To be w
ritten]

13.3.3
H

LT A
lg

orith
m

s fo
r LV

L
2

13.3.3.1
ID

S
C

A
N

ID
SC

A
N

 (see R
efs. [13-32] and

 [13-33]) is a track reconstru
ction package for LV

L
2. It takes as in-

pu
t Sp

acePoints fou
nd

 in the P
ixel and

 SC
T D

etectors. A
 series of su

b-algorithm
s (Z

F
i
n
d
e
r,

H
i
t
F
i
l
t
e
r,
G
r
o
u
p
C
l
e
a
n
e
r,
T
r
a
c
k
F
i
t
t
e
r) then processes these and

 outpu
ts Tracks and

 the
SpacePoints associated

 w
ith them

.

T
he Z

F
i
n
d
e
r find

s the z-position of the p
rim

ary interaction vertex. T
he algorithm

 puts all hits
into narrow

 φ-bins and extrapolates pairs of hits in each bin back to the beam
-line, storing the z

of intersection in a histogram
. It takes as the z-position the histogram

 region w
ith the m

ost en-
tries.

T
he H

i
t
F
i
l
t
e
r find

s group
s of hits com

patible w
ith Tracks from

 the z position fou
nd

 by
Z
F
i
n
d
e
r. It p

uts all hits into a histogram
 binned

 in φ and
 η

. It then find
s clusters of hits w

ithin
this histogram

. It creats a group of hits if such a cluster has hits in m
ore than a given num

ber of
layers.

T
he group of hits found

 by H
i
t
F
i
l
t
e
r

 is used
 by G

r
o
u
p
C
l
e
a
n
e
r w

hich splits grou
ps into

Tracks and
 rem

oves noise hits from
 groups. E

ach trip
let of hits form

s a potential track for w
hich

p
T ,φ0 , and d0  are calcu

lated
. It form

s group
s from

 these trip
lets w

ith sim
ilar p

aram
eters, ap

p
ly-

ing certain quality cuts. It accepts a track cand
id

ate if a group contains enou
gh hits.

Finally, the T
r
a
c
k
F
i
t
t
e
r verifies track cand

id
ates and

 find
s the track param

eters by using a
stand

ard
 K

alm
an-filter-typ

e fitting algorithm
 ad

apted
 from

 SC
TK

alm
an [13-24]. It returns a list

of Sp
acePoints on the Track, the Track param

eters, and
 an error m

atrix.

13.3.3.2
S

iTrack

SiTrack is a track reconstruction package for LV
L

2 w
hich extends and

 up
grad

es a p
reviou

s algo-
rithm

 called
 P

ixTrig. SiTrack takes Pixel and
 SC

T
 S
p
a
c
e
P
o
i
n
t
s as inpu

t and
 outpu

ts fitted
 re-

constructed Tracks, each storing pointers to the S
p
a
c
e
P
o
i
n
t

s u
sed

 to bu
ild

 it. SiTrack is

1.
T

he u
se of curvatu

re assu
m

es a hom
ogenous m

agnetic field in w
hich case this qu

antity
is constant. For A

T
L

A
S and

 its significantly inhom
onogenous m

agnetic field in the end
-

cap region of the Inner D
etector and

 in the M
u

on Spectrom
eter, this param

eter m
ay be

rep
laced by an invariant quantity such as charge/

p.
1.

T
here are of course Track classes defined

 internally w
ithin O

R
Ps such as iPatR

ec and
xK

alm
an++

.
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im
plem

ented
 as a single m

ain algorithm
 S
i
T
r
a
c
k
 w

hich instances and execu
tes a u

ser defined
list of su

b-algorithm
s (chosen am

ong S
T
S
p
a
c
e
P
o
i
n
t
S
o
r
t
i
n
g

,
S
T
M
u
o
n
V
e
r
t
e
x,

S
T
T
r
a
c
k
-

S
e
e
d
i
n
g, and

 S
T
T
h
r
e
e
P
o
i
n
t
F
i
t

).

S
T
S
p
a
c
e
P
o
i
n
t
S
o
r
t
i
n
g collects p

ointers to S
p
a
c
e
P
o
i
n
t

s com
ing from

 the Pixel and SC
T

 de-
tectors and

 sorts them
 by m

odu
le ad

d
ress, storing the resu

lt in a Stand
ard

 Tem
p

late L
ibrary

(ST
L) m

ap. T
his processing step

 is p
erform

ed
 in ord

er to speed
-u

p d
ata access for the other re-

construction su
b-algorithm

s.

S
T
M
u
o
n
V
e
r
t
e
x is a prim

ary vertex identification algorithm
 m

ostly su
itable for low

 lum
inosity

events w
ith an high p

T  m
uon signature. It is based

 on track reconstruction insid
e the LV

L
1

m
uon R

oI: the m
ost im

pulsive track is assum
ed to be the m

uon cand
id

ate and
 its z im

pact pa-
ram

eter is taken as the p
rim

ary vertex p
osition along z.

S
T
T
r
a
c
k
S
e
e
d
i
n
g

, using the sorted
 S
p
a
c
e
P
o
i
n
t

 m
ap and

 a M
onte C

arlo L
ook-U

p Table (M
C

-
L

U
T

) linking each B-layer m
od

ule to the ones belonging to other logical layers, build
s track

seeds form
ed

 by tw
o S

p
a
c
e
P
o
i
n
t

s and fits them
 w

ith a straight line; one or m
ore logical layers

can be linked to the B
-layer, the latter option being particu

larly u
seful if robustness to d

etector
inefficiencies m

u
st be im

proved
. If the prim

ary vertex has alread
y been reconstructed by

S
T
M
u
o
n
V
e
r
t
e
x, a fraction of fake track seed

s can be rejected
 d

uring their form
ation, applying

a cut on their z distance from
 the p

rim
ary vertex. O

therw
ise, if no vertex inform

ation is availa-
ble, an histogram

 w
hose resolution d

epends on the nu
m

ber of seed
s fou

nd
 is filled

 w
ith the z

im
pact param

eter of each seed; its m
axim

u
m

 is then taken as z position for the prim
ary vertex.

T
his vertexing algorithm

, w
hich can be operated in both R

oI and full scan m
od

es, is best suita-
ble for high lum

inosity events containing m
any high p

T  tracks (e.g., b-tagging). Ind
epend

ent
cuts on r-φ and z im

pact param
eters are eventually applied to the reconstructed seeds to fu

rther
redu

ce the fake fraction.

S
T
T
h
r
e
e
P
o
i
n
t
F
i
t extend

s track seed
s w

ith a third S
p
a
c
e
P
o
i
n
t

; it uses a M
onte C

arlo m
ap

associating to each seed
 a set of m

od
ule roads 1 the track cou

ld
 have hit passing throu

gh the Pix-
el or SC

T
 d

etectors. A
 su

bset of m
od

ules is extracted
 from

 each road
 accord

ing to a u
ser defined

p
aram

eter relating to their ‘d
epth’ insid

e it (e.g., the u
ser can d

ecid
e to use m

od
ules at the begin-

ning or in the m
idd

le of each road
, etc.). S

p
a
c
e
P
o
i
n
ts from

 the selected
 m

od
ules are then u

sed
to extend

 the seed
 and candid

ate tracks are fitted w
ith a circle; am

biguities (e.g., tracks sharing
at least one SpacePoint) can be solved on the basis of the track qu

ality, lead
ing to an ind

epend-
ent set of tracks that can be u

sed
 for trigger selection or as a seed

 for further extrap
olation.

13.3.3.3
TR

T
L

U
T

T
R

T-LU
T

 is a LV
L

2 tracking algorithm
 for track reconstruction in the T

R
T. It is d

escribed
 in de-

tail elsew
here [13-25]. T

he algorithm
 takes as input H

its in the T
R

T. T
he algorithm

ic p
rocessing

consists of Initial Track Finding, L
ocal M

axim
um

 Finding, Track Sp
litting, and

 Track Fitting and
Final Selection. It ou

tpu
ts the H

its used
 and

 Tracks w
ith their param

eters.

D
u

ring the Initial Track Finding, every hit in a three-d
im

ensional im
age of the T

R
T detector is

allow
ed

 to beyond
 to a nu

m
ber of p

ossible predefined
 tracks characterized

 by d
ifferent p

aram
-

eters. A
ll such tracks are stores in a L

ook-U
p Table (LU

T
). Every hit increases the probability

that a track is a genuine cand
id

ate by one unit.

1.
A

 road
 is a list of m

od
ules ord

ered
 according to the rad

ius at w
hich they are placed

 start-
ing from

 the innerm
ost one. 
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T
he next step consists of L

ocal M
axim

um
 Find

ing. A
 tw

o-d
im

ensional histogram
 is filled

 w
ith

bins in φ and 1/
p

T . A
 histogram

 for a single track w
ould

 consists of a “bow
-tie” shap

ed region
of bins w

ith entries at a p
eak in the center of the region. T

he bin at the peak of the histogram
w

ill, in an id
eal case, contain all the hits from

 the Track. T
he road

s corresponding to other filled
bins share straw

s w
ith the p

eak bin, and
 thus contain sub-sets of the hits from

 the track. A
 histo-

gram
 for a m

ore com
p

lex event w
ould

 consist of a su
perposition of entries from

 ind
ivid

ual
tracks. H

ence, bins containing a com
p

lete set of p
oints from

 each track can be identified
 as local

m
axim

a in the histogram
.

T
he Track Splitting stage of the algorithm

 analyzes the p
attern of hits associated

 to a track can-
d

id
ate. B

y rejecting fake cand
idates com

posed
 of hits from

 several low
-p

T  tracks, the track split-
ting step

 resu
lts in an overall red

uction by a factor of roughly 2 in the nu
m

ber of track
cand

id
ates. For road

s containing a good
 track cand

id
ate, it id

entifies and
 rejects any add

itional
hits from

 one or m
ore other tracks. T

he result of the overall Track Splitting step is a cand
id

ate
that consists of a sub-set of the straw

s w
ithin a road.

T
he final step of T

R
T-L

U
T, Track Fitting and

 Final Selection, perform
s a fit in the r-φ (z-φ) p

lane
for the barrel (end

-caps) u
sing a third order polynom

ial to im
prove the m

easurem
ent of φ and

p
T . O

nly the straw
 position is u

sed
 (i.e., the drift tim

e inform
ation is not used

). T
he track is as-

sum
ed to com

e from
 the nom

inal origin. A
fter the fit, a reconstructed p

T  threshold
 of 0.5G

eV
/

c
is app

lied
.

13.3.3.4
T

R
T

K
alm

an

T
R

T-K
alm

an [13-26] is a new
 p

ackage based
 on xK

alm
an++

 (see Section [13.3.4.1]). The nam
e is

in fact a m
isnom

er since the K
alm

an filter com
p

onent of xK
alm

an+
+ is not used for the T

R
T; a

histogram
 search and

 Least Squ
ares fit is u

sed
 instead.

T
R

T-K
alm

an incorp
orates follow

ing m
odified

 m
odu

les from
 xK

alm
an:

•
X
K
_
T
r
a
c
k
e
r
_
T
R
T: T

his read
s T

R
T

 geom
etry from

 R
O

O
T

 files. It u
ses I

n
D
e
t
D
e
s
c
r,I

n
-

D
e
t
I
d
e
n
t
i
f
i
e
r to access necessary D

etector D
escription inform

ation;

•
X
K
_
A
l
g
o
r
i
t
h
m: A

 strategy is ad
ded

 to perform
 T

R
T

 stand
alone reconstru

ction;

•
X
K
_
T
r
a
c
k: A

 step has been ad
ded

 w
ith fine-tuning of track param

eters after the histo-
gram

m
ing step and L

east Squares fit;

•
X
K
a
T
r
t
M
a
n
,
 
X
K
a
T
R
T
R
e
c: T

his contains xK
alm

an++
 internal steering algorithm

s;

•
X
K
a
T
R
T
C
l
u
s
t
e
r
s

: This com
ponent retrieves T

R
T
_
R
D
O
_
C
o
n
t
a
i
n
e
r
 

from
 StoreG

ate
filled

 from
 a B

yteStream
 file. 

13.3.3.5
T

2C
alo

T
2C

alo (see R
efs. [13-27], [13-28], [13-29], [13-30]) is a clu

stering algorithm
 for electrom

agnetic
(EM

) show
ers, seed

ed
 by the LV

L
1 E

M
 trigger R

oI positions [13-31]. T
his algorithm

 can select
isolated

 EM
 objects from

 jets using the cluster E
T  and

 certain show
er-shap

e quantities.

T
he R

IO
s are calibrated calorim

eter cells (L
A
r
C
e
l
ls and

 T
i
l
e
C
e
l
ls), im

ported from
 the of-

fline reconstruction. Both L
A
r
C
e
l
ls and T

i
l
e
C
e
l
ls have C

a
l
o
C
e
l
l

 as com
m

on base class.
T

he ou
tpu

t (T
2
E
M
C
l
u
s
t
e
r) is a specific LV

L
2 class containing the cluster energy and

 position,
and

 the show
er-shape variables usefu

l for the selection of E
M

 show
ers.
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T
he first step in T

2C
alo is to refine the LV

L1 position from
 the cell w

ith highest energy in the
second sam

pling of the E
M

 calorim
eter. T

his p
osition (η

1 ,φ
1 ) is later refined

 in the second
 sam

-
p

ling by calculating the energy w
eighted

 position (η
c ,φ

c ) in a w
indow

 of 3 × 7 cells (in η
×

φ)
centered

 in (η
1 ,φ

1 ). A
s described

 in R
ef. [13-28], the steps to perform

 the jet rejection are the fol-
low

ing:

•
In sam

pling 2, R
shapeη  =

 E
3

× 7  / E
7

× 7  is calcu
lated

. T
he expression E

n
×

m
 stand

s for the en-
ergy d

eposited in a w
ind

ow
 of n

×
m

 around (η
1 ,φ

1 ). 

•
In sam

pling 1, R
stripη  =

 (E
1st  - E

2nd ) /
 (E

1st  + E
2nd ) is obtained

 in a w
indow

 of ∆
η

×
∆

φ =
0.125×0.2 arou

nd
 (η

c ,φ
c ). E

1st  and
 E

2nd  are the energies of the tw
o highest local m

axim
a

found, obtained in a strip-by-strip basis. The tw
o φ-bins are su

m
m

ed
 and

 only the scan in
η

 is consid
ered

. A
 local m

axim
um

 is d
efined

 as a single strip w
ith energy greater than its

tw
o ad

jacent strips.

•
T

he total transverse energy E
T  d

eposited
 in the E

M
 calorim

eter is calculated
 in a w

ind
ow

of 3 × 7 cells around (η
1 ,φ

1 ).

•
Finally, the energy that leaks into the had

ron calorim
eter E

hadT  is calcu
lated in a w

ind
ow

of size ∆η
×

∆φ =
 0.2 × 0.2 arou

nd
 (η

c ,φ
c ).

13.3.3.6
m

uF
ast

T
he m

uFast algorithm
 is a stand

alone LV
L

2 tracking algorithm
 for the M

uon Spectrom
eter. In

the past, it existed
 in the R

eference softw
are from

 A
T

R
IG

, and
 this version is described in detail

elsew
here [13-34].

T
he p

rogram
 is steered

 by the R
oI given by the LV

L1 M
u

on Trigger and u
ses both R

P
C

s and
M

D
Ts m

easu
rem

ents. A
t present this algorithm

 is lim
ited

 to the barrel region and
 it is based on

four sequ
ential step

s:

1.
LV

L1 em
ulation; the m

u
on pattern recognition in the M

D
T

 system
 is initiated

 by the R
P

C
hits that ind

uced the LV
L

1 trigger accept. A
m

ong these hits, only those related to the piv-
ot plane (m

id
dle R

P
C

 station) are provid
ed by the m

u
on trigger processor; the ones relat-

ed
 to the coincid

ence plane (innerm
ost and

 outerm
ost R

PC
 stations) have to be identified

ru
nning a fast algorithm

 that sim
ulates the basic logic of the LV

L
1selection.

2.
P

attern recognition: it is perform
ed

 u
sing the R

P
C

 hits that ind
uced

 the LV
L

1 trigger to
d

efine a road in the M
D

T
 cham

bers arou
nd

 the m
uon trajectory. M

D
T

 tu
bes lying w

ithin
the road are selected

 and
 a contigu

ity algorithm
 is applied to rem

ove background hits not
associated

 w
ith the m

u
on trajectory; 

3.
A

 straight-line track fit is m
ade to the selected

 tubes (one per each tube m
onolayer) w

ith-
in each M

D
T

 station. For this proced
ure the d

rift-tim
e m

easurem
ents is used

 to fully ex-
p

loit the high m
easurem

ent accuracy of the m
uon tracking system

. T
he track sagitta is

then evaluated
.

4.
A

 fast p
T  estim

ate is m
ade using L

U
Ts. T

he L
U

T
 encod

es the linear relationship betw
een

the m
easured

 sagitta and the Q
/

p
T , as a function of eta and

 phi. 

T
he outp

ut of this algorithm
 is the m

easurem
ent of the m

uon transverse m
om

entu
m

 p
T  at the

m
ain vertex, eta and

 phi.
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13.3.3.7
m

uC
o

m
b

T
he com

bination of the featu
res of the track m

easured
 in the M

uon Sp
ectrom

eter and
 the Inner

D
etector (ID

) at LV
L2 p

rovid
es a rejection of π and

 K
 d

ecays to µ and
 of fake m

uons ind
uced by

the cavern backgrou
nd

. M
oreover the com

bination of the tw
o m

easurem
ents im

proves the m
o-

m
entu

m
 resolution of reconstructed

 m
u

ons over a large m
om

entum
 range.

T
he m

atching of the M
u

on Spectrom
eter tracks and

 of the ID
 can be p

erform
ed

 extrapolating
the ID

 track to the m
uon system

. T
he procedu

re need
s to take into account the d

etector geom
e-

try, the m
aterial com

position and
 the inhom

ogeneity of the m
agnetic field

. A
n accurate extrapo-

lation w
ould

 requ
ire the use of detailed geom

etry and m
agnetic field

 databases, together w
ith a

fine tracking. A
ll this w

ould
 is expensive in term

s of C
P

U
 tim

e and therefore not acceptable for
the LV

L
2 trigger.

To provid
e a fast tracking procedu

re, the effects of the geom
etry, the m

aterials and
 of the m

ag-
netic field have been described by sim

p
le analytic fu

nctions of eta and
 phi. T

he extrapolation of
the ID

 tracks to the entrance of the M
uon Spectrom

eter is perform
ed

 u
sing linear extrapolation

in tw
o indep

end
ent projections: the transverse and

 the longitud
inal view

s. Tw
o coordinates are

extrapolated
: the z-coordinate and

 the azim
uthal angle phi. T

he linear extrapolation is corrected
using average corrections. In the transverse projection the ID

 track extrapolation in p
hi is cor-

rected
 as follow

s:

13-1

w
here α

 is related
 to the field integral and

 
 allow

s for the transverse energy loss in the m
ate-

rial of the calorim
eter, that is app

roxim
ately ind

epend
ent of the track transverse m

om
entum

 p
T .

B
oth alp

ha and
 

 have been d
eterm

ined
 by fitting 

 of sim
ulated

 m
uons as a function of p

T .
It is fou

nd that 
~

1.5, i.e. abou
t half of the transverse energy loss of low

 energy m
u

ons, as na-
ively exp

ected
. A

 sim
ilar app

roach has been follow
ed

 in the case of the extrapolation of the z-
coordinate in the longitud

inal view
.

T
he m

atching is d
one geom

etrically u
sing cu

ts on the resid
uals in each of z and

 phi.

For m
atching tracks the com

bined
 transverse m

uon m
om

entum
 is estim

ated
 through a w

eight-
ed

 average of the ind
ependent p

T  m
easurem

ents in the M
uon Spectrom

eter and in the Inner D
e-

tector. For each com
bined track, a χ

2 param
eter is u

sed
 to evaluate the quality of the p

T
m

atching. T
hanks to the high quality of the m

uon p
T  m

easu
rem

ents in both d
etectors, second

-
ary m

uons from
 π and

 K
 d

ecays give typ
ically bad χ

2m
atching, and

 thu
s can be rejected

.

13.3.4
H

LT A
lg

orith
m

s fo
r E

F

13.3.4.1
xK

alm
an++

xK
alm

an++
 is a p

ackage for global pattern recognition and
 Track fitting in the Inner D

etector
for charged

 tracks w
ith transverse m

om
entu

m
 above 0.5G

eV
/

c. A
 m

ore d
etailed d

escription of
this algorithm

 is available elsew
here [13-35].

T
he algorithm

 starts the track reconstruction in the TR
T

 u
sing a histogram

m
ing m

ethod
 or in

the Pixel and
 SC

T
 detector layers using segm

ent search.

∆
ϕ

α
p

T
p

T 0
–

------------------
=p

T 0

p
T 0

∆
ϕ

p
T 0
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T
he first reconstruction m

ethod
 ou

tpu
ts a set of possible track candid

ate trajectories d
efined

 as
an initial helix w

ith a set of param
eters and

 a covariance m
atrix. A

s a second
 step the helix is

then u
sed

 to d
efine a track road throu

gh the precision layers, w
here all the m

easu
red

 clusters
are collected

. xK
alm

an+
+ attem

p
ts to find

 all possible helix trajectories w
ithin the initial road

and w
ith a nu

m
ber of sufficient clusters.

T
he p

rim
ary track find

ing in the Pixels or SC
T

 outp
uts a set of SpaceP

oints as an initial trajecto-
ry estim

ation. In the next step
 these set of space p

oints serve as an inp
ut for the K

alm
an filter-

sm
oother form

alism
 that w

ill ad
d

 the inform
ation from

 the p
recision layers. E

ach reconstru
cted

track is then extrapolated
 back into the T

R
T, w

here a narrow
 road

 can be d
efined

 around the ex-
trapolation resu

lt. A
ll TR

T
 C

lu
sters together w

ith the drift tim
e hits fou

nd
 w

ithin this road
 are

then includ
ed for the final track-find

ing and
 track-fitting step

s.

T
here are three seed

ing m
echanism

 available in the offline environm
ent: X

K
a
S
e
e
d
s
A
l
l, the re-

construction of the full event; X
K
a
S
e
e
d
K
I
N
E reconstruction of a region-of-interest and

 soon
available EM

 calorim
eter seed

ing. In the H
LT

 environm
ent as an E

F algorithm
 xK

alm
an++

 w
ill

be seed
ed

 by the LV
L2 result.

A
fter the pattern recognition and Track fitting step

s xK
alm

an+
+ stores the final Track cand

i-
d

ates as S
i
m
p
l
e
T
r
a
c
k objects in a S

i
m
p
l
e
T
r
a
c
k
C
o
l
l
e
c
t
i
o
n

. T
he Track cand

idate contains
the follow

ing inform
ation:

•
Fit procedu

re u
sed

 (m
-fit or e-fit);

•
H

elix param
eters and

 their covariance m
atrix at the end

-points of the filter proced
ure in

the precision layers (point on the trajectory closest to the vertex) and
 in the T

R
T

 (point on
the trajectory closest to calorim

eter);

•
Total χ 2 resulting from

 final fit proced
ure;

•
L

ist of all hits on track from
 all sub d

etectors;

•
Total nu

m
ber of precision hits N

p .

•
Total nu

m
ber of straw

 hits N
s , em

p
ty straw

s crossed
 N

e , and
 of d

rift-tim
e hits N

t .

•
Furtherm

ore, a track cand
idate is stored

 in the final ou
tpu

t bank if it p
asses the follow

ing
cuts:

•
T

he num
ber of precision hits is larger than 5 to 7;

•
T

he ratio N
s /(N

s +
N

e ) is larger than 0.7 to 0.8;

•
T

he ratio N
t /

N
\

s  is larger than 0.5 to 0.7;

•
N

o previously accepted track has the sam
e set of hits as the cu

rrent one; this last cut re-
m

oves full ghost tracks.
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13.3.4.2
iP

atR
ec

A
 d

etailed
 d

escription of iP
atR

ec is available elsew
here [13-36].

[N
eed text here.]

13.3.4.3
L

A
rC

lusterR
ec

L
A

rC
lusterR

ec is the reconstruction package for electrom
agnetic clusters in the calorim

eter. 

In the first step tow
ers are created

 by su
m

m
ing the cells of the electrom

agnetic calorim
eter and

the pre-sam
pler in d

epth using a granularity of ∆η
×

∆φ =
 0.025× 0.025 corresponding to the

granularity in the second sam
pling of the E

M
 calorim

eter. T
he input of the tow

er building are
the calibrated

 calorim
eter cells w

hich are prod
uced by the p

ackage L
A
r
C
e
l
l
R
e
c.

In the next step a slid
ing w

ind
ow

 algorithm
 is used

. In case a local m
axim

um
 is fou

nd
 w

ith a to-
tal energy in the w

ind
ow

 above a given transverse energy threshold, clusters are created
 w

hich
are subsequ

ently stored in the clu
ster container. To reconstruct the cluster energy and

 position is
calcu

lated in a given w
ind

ow
. 1 T

he clu
ster energy is corrected for η

 and
 φ m

od
u

lations and
leakage ou

tsid
e the clu

ster in a given w
ind

ow
. In the region betw

een the barrel and
 end

-cap
 cal-

orim
eter the cluster energy is in ad

dition corrected for energy losses using the energy dep
osit in

the crack scintillators. T
he η

 position in the first and second sam
p

ling is corrected for s-shapes,
w

hich is a geom
etrical effect. T

he φ position is corrected
 for an offset, w

hich is also a geom
etry

effect.

13.3.4.4
egam

m
aR

ec

E
gam

m
aR

ec is d
esigned to calcu

late u
seful quantities to separate clu

sters in the electrom
agnetic

calorim
eter from

 jets. To do so, electrom
agnetic clu

ster inform
ation as w

ell as tracking inform
a-

tion is used
.

In the electrom
agnetic calorim

eter electrons are narrow
 objects, w

hile jets tend to have a broad
-

er profile. H
ence, show

er shapes can be u
sed

 to reject jets. This is hand
led by the E

M
S
h
o
w
e
r
-

B
u
i
l
d
e
r 

w
hich 

calls 
d

ifferent 
algorithm

s 
w

hich 
calculate 

diverse 
quantities 

using 
the

inform
ation in the first and

 second
 sam

pling of the electrom
agnetic calorim

eter as w
ell as the

leakage into the first sam
p

ling of the had
ronic calorim

eter.

C
luster and

 track inform
ation is com

bined
 in the T

r
a
c
k
M
a
t
c
h
B
u
i
l
d
e
r. For a given clu

ster all
tracks are exam

ined
 in the given w

ind
ow

 around the cluster position. In case m
ore than one

track is found, the one w
ith the highest p

T  is retained
. If the E/

p ratio is 0.5 <
 E

/
p <

 1.5, the track
m

atch is successfu
l. In the su

bsequent particle id
entification step the inform

ation provid
ed

 by
egam

m
aR

ec can be u
sed

. In the case of an electron hyp
othesis, jets can be rejected

 by analysis of
the EM

 show
er shap

es, tight track quality cu
ts, E

/
p, and

 the position m
atch in η

 and
 φ betw

een
the cluster and the tracks. Photons can be selected

 by analysing the E
M

 show
er shapes, recon-

struction of conversions in the Inner D
etector, and

 p
ossibly a track veto for non-converted

 p
ho-

tons. 

1.
T

his w
ind

ow
 can be d

ifferent from
 the one used

 for the slid
ing w

indow
 algorithm

.
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13.3.4.5
M

o
o

re

M
oore (M

u
on O

bject O
riented

 R
econstru

ction) is a track reconstru
ction package for the M

u
on

Sp
ectrom

eter. A
 d

etailed
 d

escription of M
oore is available elsew

here [13-37].

M
oore takes as inp

ut collections of digits or clusters insid
e the M

uon Spectrom
eter (C

SC
, M

D
T,

R
PC

, T
G

C
) and outputs fitted

 reconstru
cted

 tracks w
hose param

eters are expressed
 at the en-

trance of the m
uon sp

ectrom
eter.

T
he reconstru

ction is perform
ed

 in several steps and each step is d
riven by an A

lgorithm
 m

od-
u

le, M
o
o
M
a
k
e
X
X
X

. Each algorithm
 is indep

end
ent (i.e., it retrieves objects created

 by the previ-
ou

s m
od

ules from
 StoreG

ate and
 it build

s a transient object to be record
ed

 in StoreG
ate w

here it
is available for the subsequ

ent algorithm
s). T

he only link betw
een algorithm

s are the transient
objects, in such a w

ay that the algorithm
s dep

end
 on transient objects bu

t transient objects d
o

not d
epend

 on algorithm
s. T

he decoupling betw
een d

ata and
 algorithm

s and
 the natu

ral step
sequ

ence of algorithm
 perform

ing the reconstru
ction gives the opp

ortu
nity to p

lu
g-in d

ifferent
reconstru

ction algorithm
s at run tim

e.

A
s it is now

, the overall reconstruction starts from
 the searches for φ regions of activity and

bu
ild

s P
h
i
S
e
g
m
e
n
t
s (M

o
o
M
a
k
e
P
h
i
S
e
g
m
e
n
t
s). For each φ-Segm

ent, the associated
 M

D
Ts are

found and
 a crude

R
Z
S
e
g
m
e
n
t is built (this is essentially a collection of z hits) (M

o
o
M
a
k
-

e
R
Z
S
e
g
m
e
n
t
s).

Insid
e the M

D
Ts the d

rift d
istance is calcu

lated from
 the d

rift tim
e, by app

lying variou
s correc-

tions: such as the TO
F, the second

 coordinate, the p
ropagation along the w

ire, the Lorenz effect.
From

 the 4 tangential lines the best one is fou
nd

. A
ll the M

D
T

 segm
ents of the outer station are

com
bined w

ith those of the M
id

d
le layer. The M

D
T hits of each com

bination are add
ed

 to the
p

hi-hits of the φ Segm
ent, form

ing ou
ter track cand

idates. A
ll the successfu

lly fitted
 cand

idates
are kept for further processing (M

o
o
M
a
k
e
R
o
a
d
s).

T
he successfu

l outer track is subsequently u
sed

 to associate inner station M
D

T
 hits. A

 final
track is d

efined
 as a successfully fitted collection of trigger hits and

 M
D

T
 hits from

 at least tw
o

layers (M
o
o
M
a
k
e
T
r
a
c
k
s). T

he param
eters of the fitted track are referred

 to the first m
easu

red
p

oint and
 are therefore expressed

 at the entrance of the M
uon Sp

ectrom
eter.

W
hen d

ealing w
ith d

ata alread
y selected by the trigger the first tw

o steps (M
o
o
M
a
k
e
P
h
i
S
e
g
-

m
e
n
t
s

) and
 (M

o
o
M
a
k
e
R
Z
S
e
g
m
e
n
t
s

) can
 be su

bstitute w
ith ad hoc m

akers that seed the track
search in the regions selected

 by the trigger.

13.4
S

ign
atu

res, rates and
 efficiencies

In the follow
ing subsections, the physics perform

ance of algorithm
s for LV

L
2 and E

F is sum
m

a-
rized

 for five final-state classes: electrons and photons; m
u

ons; jets, taus and
 m

issing E
T; b-jets;

and B
-physics. T

his broad classification stem
s from

 the physics goals of the A
T

L
A

S exp
erim

ent,
as exp

lained in C
hap

ter 4. W
henever possible, resu

lts w
ill includ

e the realistic use of data for-
m

ats and associated
 converters (as d

escribed
 in previou

s section), steering control (as d
escribed

in C
hap

ter 9), highlighting the flexible bound
ary betw

een LV
L

2 and
 E

F. Selection schem
es are

then d
erived

, w
hich contain the signatures u

sed
 to d

ecid
e w

hether or not to reject events. In or-
d

er to m
axim

ize the discovery potential, the selection schem
es generally only u

se inclusive sig-
natures. E

xcept for the case of B
 physics, reconstruction of exclu

sive decays is not required
 and

no top
ological variables (e.g. the calcu

lation of invariant m
asses from

 a com
bination of several
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high-pT  objects) are used in the selection, although this is technically feasible at LV
L

2 or in par-
ticu

lar in the E
F (e.g. to select Z

 →
l +l - d

ecays exclusively).

It is w
orthw

hile noticing that system
 perform

ance (e.g. execu
tion tim

e, am
ount of d

ata needed
)

is one of the m
ajor requ

irem
ent in the H

LT
 selection, to com

ply w
ith the constraints im

p
osed

 by
the on-line environm

ent and
 resources. In this chap

ter an ind
ication of the com

pliance w
ith

those requ
irem

ents w
ill be given for the m

ost im
portant selections, w

hilst a detailed
 analysis of

the d
ifferent contributions to those figures w

ill be given in C
hapter 15. In general, all results

have been achieved by optim
izing concurrently physics and

 system
 perform

ances.

13.4.1
e/g

am
m

a

In the present view
 of the A

T
LA

S trigger m
enus, the inclusive electron and p

hoton triggers are
expected

 to contribute an im
p

ortant fraction of the total high-p
T  trigger rate. A

fter the selection
in LV

L
2 and the E

F, the rem
aining rate w

ill contain a significant contribution from
 signal events

from
 Stand

ard
 M

odel physics processes containing real isolated
 electrons or photons (W

→
eν,

Z
→

ee, d
irect photon prod

uction, etc.). 

T
he electron and

 photon triggers can be view
ed

 as a series of selection steps of increasing com
-

plexity. A
fter receiving the LV

L
1 electrom

agnetic (e.m
.) trigger R

oI positions, the LV
L

2 trigger
perform

s a selection of isolated
 e.m

. clusters using the full calorim
eter granularity and

 detailed
calibration (see Section [13.3.3.5]). This selection is based

 on cluster E
T  and

 show
er-shap

e qu
an-

tities that d
istinguish isolated

 e.m
. objects from

 jets. A
 fu

rther, m
ore refined

 calorim
eter-based

selection m
ay classify the e.m

. clu
ster as a LV

L
2 p

hoton trigger object. 

E
lectrons are identified

 at LV
L

2 by associating the e.m
. cluster w

ith a track in the Inner D
etector.

T
his association can be as sim

ple as requiring the p
resence of a track w

ith a m
inim

um
 p

T  in the
e.m

. R
oI, bu

t m
ay, in add

ition, require p
osition and

 m
om

entum
 m

atching betw
een the track and

the clu
ster. Typically, track cand

idates are found by ind
ependent searches in the T

R
T

 and
 SC

T
/

Pixel (‘P
recision’) detectors in the region id

entified
 by the LV

L1 R
oI. D

etails of the different
LV

L
2 tracking algorithm

s used for the stud
ies presented here are d

escribed in Sections
[13.3.3.1], [13.3.3.2], [13.3.3.4].

A
s cu

rrently p
lanned

 by the H
LT

 schem
e, the E

F w
ill select events u

sing as far as possible the
algorithm

s of the A
T

LA
S offline reconstruction system

, w
hich im

p
lies these algorithm

s have to
com

ply w
ith the stricter EF requirem

ents in term
s of robustness and

 system
 perform

ance. C
u

r-
rently this is not yet achieved

, how
ever, w

ork is in progress to change the algorithm
s accord

ing-
ly. T

he present stud
y uses the currently available A

T
L

A
S offline reconstru

ction softw
are as

d
iscu

ssed
 in Section [13.3.4] as a prototype of the fu

ture E
F cod

e. T
he criteria to id

entify elec-
trons and p

hotons need
 to be softer at the E

F level in ord
er not to loose events p

rem
aturely. In

previous stu
dies [13-42] and

 [13-44], the offline electron and
 photon selection has been applied

using the sam
e id

entification criteria as the offline selection ju
st leaving ou

t few
 “critical” crite-

ria. For exam
p

le a track veto for non-converted
 photons has not been ap

plied
 on the E

F level be-
cau

se is requires a good control of the fake tracks in the inner detector and
 thus, a very good

und
erstand

ing of the tracking perform
ance esp

ecially in the presence of pile-u
p. A

 m
ore realis-

tic EF electron selection has been used for the stud
ies presented

 here.T
he E

F algorithm
 com

po-
nents (calorim

etry, tracking and
 p

article id
entification) are treated in a sim

ilar w
ay as for LV

L
2.

T
he m

ain d
ifferences w

ith respect to LV
L2 d

erive from
 the availability at the E

F of m
ore d

e-
tailed calibrations and

 m
ore sophisticated

 algorithm
s w

ith access to the full-event d
ata. T

he im
-

proved
 perform

ance results in sharper thresholds and
 better backgrou

nd
 rejection. In the case
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of electrons, brem
sstrahlung recovery w

ill be p
erform

ed
 for the first tim

e at the EF. In ad
d

ition,
a photon-conversion recovery proced

ure w
ill be app

lied
 to photon cand

id
ates at the E

F.

In the follow
ing the system

 and
 physics perform

ance of the selection of electrons by the H
LT

w
ill be review

ed in d
etail. T

he photon selection is not d
iscussed

 here. T
hese stud

ies are cu
rrent-

ly in progress and
 no results are available yet. T

he physics p
erform

ance of the electron and pho-
ton selection has been already stud

ied
 in d

etail in the past by the H
LT

 and are reported
 in [13-

41]- [13-44]. T
he system

 perform
ance part of this selection is d

iscu
ssed

 in
 C

hapter 14.

13.4.1.1
H

LT
 E

lectro
n

 S
election

 P
erform

an
ce

T
he perform

ance of the electron and photon triggers has been estim
ated

 for single electrons and
p

hotons, and
 for som

e stand
ard

 physics channels (e.g. Z
→

ee , W
→

eν, H
→

4e). T
he p

erform
-

ance has been characterized in term
s of efficiency for the signal channel, rate expected

 for the
selection and

 algorithm
 execu

tion tim
e. T

he rates show
n in this and

 in the follow
ing sections

have been obtained
 u

sing a sam
p

le of sim
u

lated d
i-jet events w

ith pile-u
p add

ed
 for the low

and d
esign lum

inosity scenario (see R
ef. [13-45]). C

om
pared

 to p
revious stu

dies a m
ore up

 to
d

ate detector geom
etry has been used and

 pile-up
 effects for the low

 lu
m

inosity scenario of
2

×
10

33
cm

−2
s −1 has been as w

ell taken into account. In general, events w
ith electrons and

 pho-
tons are selected

 on the basis of single high-p
T  objects or of pairs of low

er-p
T  objects. The phys-

ics p
erform

ance of the electron triggers is sum
m

arized
 here and d

ocum
ented

 in d
etail for the

three trigger levels in R
ef. [13-46] and

 R
ef. [13-47]. A

n overview
 can be found in table [13-1].

T
he perform

ance of the single isolated
 electron H

LT
 algorithm

 is sum
m

arized
 in table [13-1] as

a function of the m
ain steps in the LV

L2–E
F trigger chain. T

he trigger steps have been factorized
by d

etector in order to show
 the overall com

putational load and
 rejection that each stage con-

Tab
le

13-1  P
erform

ance of the isolated electron H
LT

 trigger at design and low
 lum

inosity for the single electron
selection. T

he results are presented in a single sequence, except for the starting point of the LV
L2 tracking,

w
here tw

o alternatives (T
R

T
 and P

recision) are show
n. ‘M

atching’ refers to position and energy–m
om

entum
m

atching betw
een calorim

eter clusters and reconstructed tracks (at LV
L2 both P

recision and T
R

T
 tracks are

used). T
he efficiencies are given for single electrons of p

T
=

30
(25)

G
eV

 a design (low
) lum

inosity over the full
rapidity range |η

|<
2.5. T

he efficiencies and rates are given w
ith respect to a LV

L1 output efficiency of 9x%
(9x%

) and a LV
L1 rate for e.m

. clusters of xxx
kH

z (xxx
kH

z). T
he tim

ing results quoted here are for events from
the di-jet sam

ple and are scaled to correspond to a 4
G

H
z m

achine running Linux. T
he term

s m
50  and m

95  are
defined in [13.4.1.2]. T

he quoted errors are statistical.

Trig
g

er
S

tep

D
esig

n
 L

u
m

in
o

sity
L

o
w

 L
u

m
in

o
sity

R
ate 

[H
z]

E
fficien

cy
[%

]
Tim

in
g

m
50 /m

95

R
ate 

[H
z]

E
fficien

cy
[%

]
 Tim

in
g

m
50  / m

95

LV
L

2 C
alo

3490 ±± 
160

97.1 ± 0.3
0.20 /

 0.26 m
s

1100 ± 30
96.0 ± 0.6

0.15 /
 0.23 m

s

LV
L

2 P
recision

620 ± 70
90.3 ± 0.6

6.2 /
 12.7 m

s
150 ± 11

92.4 ± 0.8
2.4 /

 5.8 m
s

LV
L

2 T
R

T
1360 ± 100

89.7 ± 0.6
0.4 /

 1.2 s
360 ± 17

89.2 ± 0.9
31 /

 210 m
s

LV
L

2 M
atch

ing
460 ± 60

85.3 ± 0.7
--

140 ± 11
88.1 ± 0.9

--

E
F C

alo
313 ± 50

83.5 ± 0.8
0.39 /

 0.63 s
85 ± 8

86.4 ± 1.0
0.34 /

 0.56 s

E
F ID

149 ± 34
79.3 ± 0.8

11 /
 71s

57 ± 7
82.4 ± 1.1

0.31 /
 1.6 s

E
F M

atching
117 ± 30

77.6 ± 0.8
--

41 ± 6
80.8 ± 1.2

--
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tribu
tes to the trigger. T

he table show
s that the input rate from

 the LV
L2 electron trigger to the

E
F is xxx

H
z (xxx

H
z) at d

esign (low
) lu

m
inosity for a nom

inal p
T  threshold

 of 30
G

eV
 (25

G
eV

).
T

he overall red
uction in rate achieved

 by LV
L

2 is a factor of xx (xx) for a loss of efficiency of
xx%

 (xx%
) w

ith respect to LV
L1. T

he add
itional rate red

uction provided
 by the E

F am
ounts to a

factor of xxx (xxx) for a relative efficiency loss of xxx%
 (xxx%

). U
sing the offline electron selec-

tion the rate is red
u

ced
 by xxx (xxx)%

, for an ad
ditional loss of xx (xx)%

 in efficiency. T
his

show
s that the H

LT
 selection is very pow

erfu
l. T

he LV
L

2 selection has an efficiency of 9x%
(9x%

) for the events selected
 by the EF alone, and

 the ad
d

itional loss of events is m
ostly du

e to
the fast track selection at LV

L2, show
ing the expected

 correlation of inefficiencies at the LV
L

2
and

 EF stages (e.g. d
u

e to brem
sstrahlung). C

om
p

ared
 to previous resu

lts (see R
ef. [13-44]) the

rates qu
oted

 here are higher. T
his is partly du

e to the looser selection on the E
F level, bu

t m
ainly

d
ue to the increase of m

aterial in the inner d
etector, resulting in m

ore electrons w
hich u

nd
ergo

brem
sstrahlung effects. Especially d

ue to the new
 insertable layou

t of the p
ixel b-layer m

ore
m

aterial is fou
nd

 near the beam
pip

e. H
ard

 brem
sstrahlungs effects occu

rring in this m
aterial

cannot been id
entified

 in the tracking system
 and thus is unrecu

perable. D
u

e to these effects the
rate has gone u

p
 by ap

p
roxim

ately a factor of 2 (1st gu
ess, to be confirm

ed). 

A
t low

 lu
m

inosity, the events rem
aining after the H

LT
 electron selection consist of W

→
eν d

e-
cays (xx

±
x )%

, isolated
 electrons from

 (b,c)→
eX

 decays (xx
±

x)%
 and

 background from
 high-

p
T  photon conversions and

 m
isid

entified had
rons (xx

±
x)%

. A
t d

esign lu
m

inosity, w
here a

higher p
T  threshold is applied

, the corresponding prop
ortions are (xx

±
x)%

, (xx
±

x)%
 and

(xx
±

x )%
. T

he quoted errors are the statistical uncertainties on the estim
ates. A

s seen around
30%

 (u
pd

ate later) of the selected events at the trigger level contain ‘real’ electrons, hence a fu
r-

ther im
p

rovem
ent of this selection can only be sm

all. 

E
lectron d

ecays of the W
 are selected

 by the E
F w

ith an efficiency of (xx
±

x)%
 at low

 lum
inosity

and
 (xx

±
x)%

 at design lum
inosity, in agreem

ent w
ith the values given in table [13-1] for single

electrons of 25
G

eV
 and

 30
G

eV
 transverse m

om
entu

m
 resp

ectively. Finally, as an exam
ple of

the perform
ance for a physics signal, the H

LT selection efficiency (u
sing both the single- and

 the
d

ouble-electron trigger) for the decay H
(130)→

4e is (9x
±

x)%
 at low

 and
 (9x

±
x)%

 at d
esign lu-

m
in

osity. For Z
→

ee events the efficiency is (9x
±

x)%
 ((9x

±
x)%

) at low
 (d

esign) lum
inosity.

T
hese high efficiencies are d

ue to the large electron m
ultiplicity in the final state.

13.4.1.2
H

LT
 E

lectro
n/P

h
oto

n
 A

lg
o

rithm
 O

ptim
izatio

n

T
he algorithm

 execution tim
e has been m

easured
 in ord

er to stu
dy the resource constraints they

m
ay place on the overall H

LT
/

D
A

Q
 system

. This exploratory stud
y ad

d
resses the interp

lay be-
tw

een the p
hysics and

 the system
 perform

ance aspects. Tim
ing m

easu
rem

ents w
ere carried

 out
on the feature-extraction p

art of the algorithm
s, exclud

ing as m
uch as p

ossible any I/O
 (d

ata
read

/
w

rite), and thus characterizing the m
ost com

pu
tationally com

p
lex aspects of the algo-

rithm
s. In ord

er to assess the im
p

act of tails on the tim
ing results, the m

easurem
ents are given

in term
s of the m

ed
ian (m

50 ) and
 the latency w

ithin w
hich 95%

 of the events are processed
(m

95 ) 1.

To u
nd

erstand
 w

here the com
puting resources are being used

 in the trigger, the d
ifferent p

arts
of the LV

L2 and EF algorithm
s have been p

rofiled
 in the test-bed

 stu
d

ies, w
hich are sum

m
a-

rized
 in C

h
ap

ter 15 and
 as w

ell given in table [13-1]. T
he tim

e consu
m

ing com
p

onents in the se-

1.
T

he tim
ing m

easu
rem

ents w
ere carried

 ou
t on several d

ifferent p
latform

s, bu
t have been converted

 to
the sam

e overall scale, correspond
ing to a 4

G
H

z Pentiu
m

 P
C

 equivalent.



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

13
  P

hysics selection and H
LT

 perform
ance

241

lection chain have been identified
 and w

ork has started
 to im

prove the system
 perform

ance of
this p

art. It should be noted
 that the current offline algorithm

s w
ere not aim

ed at ru
nning on the

E
F at the tim

e they w
ere d

eveloped
. Significant progress to run on the EF level and speed

ing-u
p

of the p
rogram

s is expected
 in the near fu

ture. T
here are still quite som

e p
ossibilities to speed

u
p the execution tim

e and
 the nu

m
bers given in section xxx w

ill im
prove w

ith tim
e. To give an

exam
p

le one possibility to sp
eed up the cod

e is to optim
ize d

ifferent algorithm
 param

eters.
H

ere the aim
 is to elim

inate any resource-consum
ing tasks that contribu

te only m
arginally to

the rejection. Sim
ilar stud

ies have been p
erform

ed
 for the E

F. A
s an exam

p
le, Figu

re xxx show
s

the execu
tion-tim

e d
epend

ence of the EF electron-tracking algorithm
 on the transverse-energy

threshold
 of the calorim

eter clu
ster u

sed
 to seed the reconstruction. (T

he seed energy scale does
not correspond to the calibrated

 electron energy scale.) Increasing the threshold
, thus red

ucing
the nu

m
ber of seeds, red

uces the execution tim
e (in particular m

95 ) w
ith a negligible im

pact on
the physics perform

ance.

T
he present system

 perform
ance of the electron/

photon algorithm
s can be im

proved
 at all lev-

els of the H
LT. T

here are stu
d

ies under w
ay w

hich w
ill be d

ocu
m

ented
 in fu

ture TD
A

Q
 notes.

13.4.1.3
H

LT
 S

trateg
y an

d th
e LV

L
2–E

F
 B

o
un

dary

T
he u

se of system
 resou

rces in the electron H
LT

 can be m
inim

ized
 by exp

loiting the m
odu

larity
of the trigger. B

y ord
ering the trigger step

s in such a w
ay that events are rejected as early as pos-

sible, both overall processing tim
es and data transfers are red

u
ced

. Factorizing the trigger algo-
rithm

 com
ponents also provid

es flexibility to m
ove the rejection pow

er from
 LV

L2 to the EF or
vice versa, to optim

ize the follow
ing: the p

erform
ance of the im

plem
entation of the algorithm

;
the robustness of the selection w

ith respect to the rate; the load
 im

plied at each level; etc. T
hese

issues have been stu
d

ies in the past and
 are reported

 in R
ef. [13-41]. A

s an exam
ple, figure xxx

show
s that an increase in efficiency can be obtained

, w
ith a m

od
est increase in the total H

LT
ou

tput rate, by m
oving the w

hole LV
L

2 tracking selection to the EF. H
ow

ever, in this case, the
inp

ut rate to the E
F w

ould increase by a factor of about eight, w
ith im

portant consequences on
the com

puting load on the E
F. 

A
n im

portant aspect of op
tim

izing the sharing of rejection betw
een LV

L
2 and the E

F is the de-
term

ination of the rejection contribu
ted

 by each trigger level at the sam
e efficiency. A

fter tuning
the LV

L
2 and

 E
F electron selections to yield

 the sam
e efficiency for events selected by LV

L
1, the

E
F contribu

tion to the total red
u

ction in rate is still better than LV
L2 by a factor of tw

o (three) at
d

esign (low
) lum

inosity.

In case the incom
ing trigger rate is too high and need

s to be red
uced

 tw
o obvious w

ays to d
o so

is either to raise the energy threshold
 of the trigger m

enu
 item

 or by stricter selection criteria.
A

ll of these w
ill im

ply an add
itional loss in efficiency for physics signals. P

art of this loss in
p

hysics can then be recovered
 by m

ore selective triggers. T
he preferred

 and easiest w
ay to re-

d
uce the rate is to raise the energy thresholds. The LV

L
1 rate is d

om
inated

 by the contribu
tion

from
 single high-p

T  e.m
. objects. A

s an exam
ple, raising the threshold

s by E
T =

5
G

eV
 of the sin-

gle electron trigger w
ould

 yield
 in a final H

LT rate of xxx (xxx) at low
 (d

esign) lum
inosity. T

his
is also seen in Figu

re xxx, w
hich illu

strates the im
pact of raising the threshold

 for the single-
electron H

LT
 selection only (nom

inal threshold of 30
G

eV
), w

hile keeping the d
ouble-electron

trigger threshold
 at its nom

inal value (20
G

eV
 for each electron). T

he upp
er plot indicates the

redu
ction in rate for the su

m
 of the single- and

 the d
ouble-electron trigger contributions. A

s the
threshold

 is increased, besid
es the red

uction of fake electrons, also the contribu
tion from

 real
W

→
eν d

ecays is grad
ually rejected

. Figu
re yyy illustrates the im

p
act on this physics signal, as

w
ell as for Z

→
e +e - decays: for threshold

s below
 35

G
eV, the efficiency for

Z
’s is only slightly re-
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d
uced. D

ecays w
ith m

ore than tw
o electrons are affected

 even less,
e.g. in the case of

H
(130)→

4e.

A
s illu

strated above, the prop
osed

 strategy contains consid
erable flexibility. V

ariou
s possibili-

ties exist to redu
ce the requ

ired
 com

p
uting resou

rces or to im
p

rove the physics perform
ance.

For m
any channels of interest, the selection schem

e also provides consid
erable red

undancy.
M

ore details on the trigger selection strategy is given in C
h

ap
ter 4.

13.4.2
M

u
on

 selectio
n

T
he m

ain p
urp

ose of the high-level m
uon trigger is the accu

rate reconstru
ction of m

uon tracks
in the R

oIs ind
icated

 by the LV
L

1 m
u

on trigger. LV
L

2 and
 E

F m
ust reject low

-p
T  m

uons, second
-

ary m
uons produ

ced
 in the in flight d

ecays of charged pions and
 kaons and fake m

u
ons origi-

nating from
 the cavern background. T

he E
F m

ust be able to reconstruct ad
ditional m

u
ons

present in the event not reconstru
cted

 or selected
 by the LV

L
2 trigger.

W
hilst the LV

L
1 trigger system

 uses only hits from
 the ded

icated
 trigger d

etectors (R
PC

s in the
barrel and

 T
G

C
s in the end

cap
), the LV

L
2 and

 E
F has access to the full m

easu
rem

ents of the
M

u
on Spectrom

eter, inclu
d

ing in particular the d
ata from

 the M
onitored D

rift Tubes (M
D

Ts).
T

his allow
s the best m

u
on track reconstruction. T

he high background environm
ent in the M

uon
Spectrom

eter d
em

and
s algorithm

s w
ith robu

st and fast p
attern recognition cap

able of rejecting
hist ind

uced by the cavern backgrou
nd

.

T
he tracks found

 in the LV
L

2 M
uon Trigger are extrap

olated
 for com

bination w
ith the Inner D

e-
tector and

 the C
alorim

eter. M
atching betw

een m
u

on tracks m
easured

 ind
ependently in the

M
u

on System
 and

 the Inner D
etector selects prom

p
t m

uons and
 reject fake and

 second
ary

m
uons. T

his is im
portant in particular for the B

-physics trigger in low
-lu

m
inosity ru

nning, for
w

hich the selection of p
rom

pt low
-p

T  m
uons events defines the inpu

t of the B
-physics trigger al-

gorithm
.

T
he stud

ies p
resented

 in this section are lim
ited

 to the barrel region (|η|
<1). 

13.4.2.1
T

h
e P

hysics P
erform

an
ces o

f LV
L

2 M
uo

n
 alg

o
rithm

s 

T
he p

T  resolution of reconstructed m
uons is cru

cial to the selection efficiency and
 to the rejec-

tion 
of 

low
 

p
T  

tracks 
that 

can 
be 

achieved
 

at 
LV

L2. 
The 

d
istribution 

of
 obtained by the m

uFast algorithm
 is show

n in figure [figure T
P 8-

5] for p
T =

6 G
eV

/
c. T

he non G
au

ssian tails arise largely from
 the presence of soft p

articles p
ro-

d
uced by the m

uon interacting w
ith the m

aterial of the d
etector.

T
he p

T  resolu
tion of the m

uFast algorithm
 is show

n as a function of p
T  in figure [figure T

P 8-7].
A

s show
n in the figu

re, the resolu
tion ranges betw

een 4.0%
 and

 5.5%
 for m

u
on in the p

T  interval
6-20 G

eV
/

c. T
hese results are w

ell com
pared w

ith the transverse m
om

entum
 resolution ob-

tained
 by the offline m

uon reconstru
ction p

rogram
 M

U
O

N
B

O
X

.

T
he selection efficiency of m

u
Fast for selecting prom

p
t single m

uons at 6 G
eV

/c and
 20 G

eV
/c

threshold
s, relative to m

uons accepted
 by the LV

L
1 m

u
on trigger, are show

n in figu
re [figu

re T
P

8-9]. For a nom
inal threshold of 6 G

eV
/

c, the efficiency is abou
t 90%

, includ
ing d

etector accept-
ance. This efficiency is 95%

 for the 20 G
eV

 threshold.

1
p

T m
uon

⁄
1

p
T true

⁄
–

(
)

1
p

T true
⁄

(
)

⁄
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T
he total rates after this algorithm

, includ
ing the rejec-

tion p
rovid

ed
 by the LV

L1 selection, have been evalu-
ated

 
by 

convolving 
the 

algorithm
 

efficiency 
as 

a
function of p

T  w
ith the m

uon d
ifferential cross section

p
rod

uction of the dom
inant p

hysics processes. W
here

the available statistics are too low
 (in particular for the

h
igh-p

T  rate calcu
lation) to evaluate the efficiency, the

low
est p

T  at w
hich an efficiency estim

ate has ben p
os-

sible (p
T =

10 G
eV

/c) is assu
m

ed
 conservatively to con-

stitute a p
lateau

 extend
ing d

ow
n to the low

er lim
it of

the p
T  acceptance (pT =3 G

eV
/

c in the barrel). The rates
from

 π/K
 decays are calculated

 u
sing the pred

icted
cross-sections from

 the D
M

PJET
 p

rogram
, and w

ould
be low

er by about 50%
 if the P

Y
TH

IA
 pred

iction w
ere

u
sed

.

T
he total rates after LV

L
2 are show

n in Table
13-2.

[T
H

E
 A

B
O

V
E

 N
U

M
B

E
R

S N
E

E
D

S T
O

 B
E

 C
H

E
C

K
E

D
]. 

P
relim

inary stud
ies of the trigger rate arising from

 the cavern background
 as pred

icted
 by the

FLU
K

A
 package have been done. T

he p
robability that a fake LV

L1 m
u

on trigger is accep
ted

 by
the LV

L2 is below
 10

-2. T
his u

pper lim
it is sufficient to neglect the contribution from

 fake
m

uons.

P
relim

inary stud
ies have been m

ad
e to evalu

ate the p
hysics perform

ances of the m
u

C
om

b algo-
rithm

. Figure [figure T
P

 8-10] show
s the com

bined reconstruction efficiency of p
rom

pt and
 sec-

ondary m
u

ons, as a function of the m
uon p

T , w
here the stand

alone cod
es from

 m
uFast and

 the
LV

L2 Precision algorithm
 [reference to the related

 chap
ter] have been used

. T
he requirem

ent of
a good

 m
u

on track m
atching (z/phi and

 p
T  m

atching) redu
ces the low

 p
T  trigger rate to 1.0 kH

z:
a factor three red

uction com
pared to the rate from

 the m
u

Fast algorithm
. Includ

ing the fu
rther

redu
ction in rate d

ue to the increase in p
T  resolution for prom

pt m
uons, the total rate from

 the
m

uC
om

b algorithm
 is 2.1 kH

z from
 m

uons w
ith pT >6 G

eV
/

c.

13.4.2.2
Th

e P
hysics P

erfo
rm

an
ces of th

e M
uo

n
 E

vent F
ilter 

in preparation

13.4.2.3
Th

e Tim
in

g
 P

erfo
rm

ances o
f th

e M
uo

n
 A

lg
o

rithm
s 

T
he m

u
Fast trigger algorithm

 has been benchm
arked

 on several processor. O
n a processor cor-

resp
ond

ing to 10 SP
EC

int95, m
uFast takes ~

2m
s/

R
oI, fairly ind

ependent from
 the trigger

threshold
 and the m

u
on p

T  analyzed
. If the d

ata access is taken into accou
nt the tim

e increases
to X

X
 m

s.

A
 realistic evaluation of the tim

e need
ed to the LV

L
2 m

u
on trigger to take a d

ecision has to take
into account the tim

e needed
 to m

ove the d
ata from

 the R
oB

s to the LV
L

2 processor in the A
T

-
L

A
S T

D
A

Q
 architecture. Testbed

 m
easurem

ents have been perform
ed

 and
 ind

icates that the
global tim

e taken from
 the LV

L2 trigger is abou
t Y

Y
 m

s. 

Table
13-2  

Total output rates [kH
z] of the s

LV
L

2 m
uon trigger after application of the m

u
rithm

 for the 6 G
eV

/c low
-p

T  threshold at low
 l

and 20 G
eV

 threshold at the design lum
inosity.

P
h

ysics P
ro

cess
lo

w
-p

T
h

ig
h

-p
T

p
/

K
 d

ecays
3.1

0.06

b d
ecays

1.0
0.09

c d
ecays

0.5
0.05

W
→

µν
negligible

0.05

cavern backgrou
nd

negligible
negligib

Total
4.6

0.24
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13.4.3
Tau

/jets/E
T m

iss 

A
 m

ajor Stand
ard

 M
odel source of tau

 leptons in A
TL

A
S w

ill arise from
 W

/Z
 decay sources:

pp →
W

→
τν (σ ~

 19 nb) and
 p

p→
Z→

ττ (σ ~
 3 nb). T

he overall tau
 produ

ction rate from
 this

sou
rce is of the ord

er of 10 H
z, at low

 lum
inosity. T

he tau lep
ton w

ill also play a key role in the
search for new

 p
hysics. For exam

ple, in the M
SSM

 the heavy scalar (H
) and

 pseud
oscalar (A

)
H

iggs boson d
ecays to a tau-pair are strongly enhanced

 w
ith respect to Stand

ard
 M

od
el H

iggs
boson case. T

he d
om

inant process in the high tanβ (≥ 15) region is gg, qq
→

bbA
/

H
→

ττ and
 for

low
 values of tanβ rates for gg →

A
/H

→
ττ are d

om
inant. A

lso, a key d
ecay channel for the

charged H
iggs boson

 is Η
±→

τν. In m
inim

al SU
G

R
A

 m
odels the lighter tau

 slepton is expected
to be the second lightest su

perp
article over a large param

eter range at high tanβ. C
onsequ

ently,
one expects a viable SU

G
R

A
 signal involving taus originating from

 tau slepton d
ecay.

T
he identification of the hadronic d

ecays of Tau leptons is based
 on the selection of narrow

 iso-
lated

 jets w
ith low

 m
u

ltip
licity in the tracking system

. T
he show

er isolation and shape are cal-
cu

lated for both the e.m
. and

 had
ronic calorim

eters sep
arately. T

he fraction of energy dep
osited

by the tau-jet in the e.m
. calorim

eter has a m
ean valu

e around 60%
. T

he had
ronic show

er is
broad

er in the had
ronic calorim

eter than in the e.m
. calorim

eter. T
hus the jet inform

ation ob-
tained

 from
 the e.m

. calorim
eter is m

ore selective than that from
 the had

ronic calorim
eter. A

t
LV

L
1 the tau trigger described

 above w
ou

ld
 have sim

ilar inpu
ts and

 m
u

ch of the sam
e logic, as

the electron/p
hoton trigger.

M
issing transverse energy w

ill provide a d
istinct and im

portant signature for new
 p

hysics at
the LH

C
. M

any elem
ents of physics beyond

 the Stand
ard M

od
el e.g the produ

ction and
 d

ecay
of SU

SY
 particles, the p

rod
uction and

 d
ecay of the H

iggs boson, require a good
 m

easurem
ent of

E
T -m

iss. O
ne exam

p
le is the possible prod

uction of the A
/H

 bosons w
hich then d

ecays via the
process, A

/
H

→
ττ. A

 p
recise and

 reliable m
easurem

ent of E
T -m

iss requ
ires good calorim

eter
perform

ance and
 energy resolution, good

 linearity of response and
 herm

etic coverage. 

O
ne of the basic bu

ild
ing blocks of the LV

L1 calorim
eter trigger is the E

T  sum
 in the calorim

etry.
T

he total scalar E
T , as w

ell as its com
p

onents, are com
puted

 in the Jet/
Energy sum

 processor of
the calorim

eter trigger. A
n E

T -m
iss trigger is not im

p
lem

ented in the basic LV
L1 inclusive trig-

gers. H
ow

ever, it is an im
portant p

art of the trigger w
hen placed

 in com
bination w

ith the tau/
had

ron, electron p
hoton, single jet triggers. A

 high level E
T -m

iss trigger is applied
 at the Event

Filter level only, w
here access to the com

plete event, after calibration, is available. A
t this stage

one can com
bine tau

 and
 E

T -m
iss triggers as one w

ou
ld

 in an offline analysis p
rogram

, for ex-
am

ple in the search for M
SSM

 H
iggs p

rod
uction in the channel A

/H
→

ττ 

(P
resum

ably there w
ill be m

ore or different w
ords w

hen I get feedback from
 G

iacom
o and the E

T
m

iss
group. JLP)

13.4.3.1
T

h
e First L

evel Tau
 Trig

ger

T
he m

otivation for a LV
L

1 tau calorim
eter trigger is threefold

. First, it could
 im

prove the effi-
ciency for triggering on the process Ζ

0→
τ +τ - or on low

 m
ass Α

→
τ +τ - on d

ecays, in coincid
ence

w
ith an electron or a m

u
on trigger. Second

, it cou
ld

 p
rovid

e a trigger on Α
→

τ +τ -, W
→

τν and
Z→

ττ decays, in coincid
ence w

ith m
issing E

T . T
hird, using the m

easured m
om

entum
 from

 the
tracking system

, it could
 be used

 to select high-E
T  had

ronic tau
 decays for calibration of the

had
ron calorim

eter. N
arrow

 tau jets containing 1(3) tracks give rise to narrow
 isolated

 energy
d

epositions in the calorim
etry. It is envisaged that an isolation requirem

ent w
ill be a valuable

part of the trigger for the first and second trigger types m
entioned

 above. 
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T
he e/

gam
m

a/tau LV
L

1 algorithm
s are de-

scribed
 in detail elsew

here ([13-38] and [13-
39]). The LV

L
1 Tau

/had
ron calorim

eter trig-
ger is based on a 4 x 4 array of “trigger tow

-
ers” 

in 
the 

electrom
agnetic 

and 
had

ronic
calorim

etry 
(w

ithin 
the 

region 
|η|

 
<

 
2.5)

w
here the tow

er granu
larity is (0.1 x 0.1) ∆η x

∆φ. A
 core E

T  is d
efined

 in the trigger algo-
rithm

 as the sum
 of the electrom

agnetic and
hadronic E

T  in a 2 x 2 trigger tow
er. T

he trig-
ger algorithm

 is based
 on four elem

ents: the
trigger cluster(s), an e.m

. isolation region, a
hadronic isolation region and an “R

oI cluster”.
T

he requ
irem

ents for a w
ind

ow
 to be accepted

as containing a valid trigger objects are: at
least one of the four (1x2/

2x1) trigger clusters
p

asses the “e.m
. clu

ster threshold
”; the trigger

clu
ster form

ed
 from

 2x2 hadronic tow
ers pass

the “had
ronic cluster threshold

”. E
T  su

m
s in

the e.m
.isolation and

 had
ronic isolation re-

gions are less than the correspond
ing isolation

threshold
; and

, the centre 2 x 2 R
oI cluster is a

local “E
T  m

axim
um

”, i.e.is m
ore energetic than the 8 neighbouring clusters of the sam

e type
contained

 in the 4 x 4 trigger w
ind

ow
. T

he had
ron isolation requirem

ents are defined
 as follow

s.
First, the total E

T  in the e.m
.isolation region is less than the 12-tow

er e.m
. “ring” isolation

threshold
. second, the total E

T  in the ou
ter had

ronic isolation region is less than the 12-tow
er

hadronic “ring” isolation threshold
. A

 schem
atic d

escription of the first level tau/hadron trig-
ger is given in Figure

13-3. 

A
lthough the tau/

had
ron LV

L1 trigger its is very sim
ilar to the e/gam

m
a slice LV

L
1 trigger

there are tw
o im

portant d
ifferences First, there is 2x2 “had

ronic clu
ster threshold

” requirem
ent

not present in the e/
gam

m
a LV

L
1 trigger. Second

, in the e/gam
m

a LC
V

L
1 trigger there is an in-

ner had
ronic, 2x2 tow

er, isolation threshold
 requirem

ent that is no present in the tau/
had

ron
trigger. T

he tau/
electron trigger u

tilizes the full e/gam
m

a slice m
achinery described

 p
reviou

s-
ly. T

he signal selection is tuned
 u

sing events of the type Ζ
0→

τ +τ -. B
ackground

 evalu
ation is per-

form
ed u

sing fu
lly sim

u
lated

 d
i-jet events.

T
he LV

L
1 selection signatu

res stud
ied

 w
ill be (τX

X
 + xE

Y
Y

) (w
e w

ill start w
ith the LV

L1 trigger
m

enu item
 is (τ25 +

 xE
30) assum

ing that w
e have access to the LV

L1 E
tm

iss trigger in the softw
are.)

and (τZ
Z

) (w
e w

ill try (τ50) initially). 

T
he results of the analysis detailing the precise cuts and isolation thresholds at LV

L1 w
ill be placed here

in tabular form
. JLP.

13.4.3.2
Th

e S
eco

n
d L

evel Tau
 Trigg

er

T
he LV

L
2 tau trigger involves the verification of the LV

L1 d
ecision and

 tau identification u
sing

p
aram

eters that describe that d
escribe the show

er shape and the isolation of the narrow
 jet. A

d-
d

itional rejection of background jets can be achieved
 by using the inform

ation from
 tracks asso-

ciated to the tau
 R

oI. A
gain, T

he signal selection is tu
ned

 using events of the type Ζ
0

→
τ +τ -.

B
ackgrou

nd
 evaluation is perform

ed using fully sim
u

lated d
i-jet events. T

he LV
L2 algorithm

 is

F
ig

u
re

13-3  A
 schem

atic view
 of the tau/hadron LV

L1
t rigger algorithm

s
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applied
 to LV

L
1 tau R

oIs. Loose LV
L

1 cuts are chosen for the stu
dy presented

 here: a cluster E
T

in excess of X
X

 G
eV

 is required
, and

 e.m
.and

 had
ronic isolation threshold

s are set to X
X

 G
eV. Jet

calibration is ap
plied

 to the cells w
ithin the LV

L1 R
oI w

ind
ow

. T
he energy w

eighted
 position of

the tau-jet cand
idate (∆η

τ  x ∆φ
τ ) is com

p
uted

 from
 all calorim

eter cells w
ithin the LV

L
1 w

indow
.

T
he first part of the LV

L
2 algorithm

 is the confirm
ation of the LV

L
1 d

ecision.In ord
er to d

o this
the LV

L1 algorithm
 d

escribed
 above is executed

 excep
t that fine grained

 cell inform
ation is uti-

lized
 and

 no threshold
 is applied

 to the trigger tow
ers.A

t LV
L

1 this threshold
 is X

 G
eV.

T
he next step in the LV

L2 is to look at core energy and
 isolation. T

he perform
ance of the algo-

rithm
 is stu

died
 for several choices of e.m

.core size: ∆η x ∆φ =
 0.1 x 0.1, 0.15 x 0.15, 0.2 x 0.2,

w
here the core w

ind
ow

 is centred
 at the energy w

eighted
 p

osition, (∆η
τ  x ∆φ

τ ). The had
ronic

core size is chosen to be the sam
e as LV

L
1 i.e. ∆η

 x ∆φ =
 0.2 x 0.2. Isolation w

indow
s and

 thresh-
olds are d

efined
 sep

arately for the e.m
.or had

ronic p
arts as the com

p
lem

ent of the resp
ective

core and the 0.4 x 0.4 R
oI region.In order to avoid

 the lose of high energy tau
s relative energy

fractions w
ere consid

ered
. The qu

antity consid
ered here is fraction of e.m

.energy in the core. A
 

(A
 previous analysis [13-19] has required that: the e.m

. plus hadronic transverse energy contained in a
sm

all core is required to be above 50 G
eV

; and, the fraction of e.m
.energy in the core is required to be

greater than 85%
.R

esults of the study of perform
ance as a function of the core size studied for various val-

ues of the integrated efficiency for jets, etc., etc w
ill be included here. JLP.)

T
he next stage of the LV

L2 algorithm
 is to select tracks w

ithin a w
ind

ow
 of ∆η x ∆φ = 0.4 x 0.4

centred at the tau
 cluster. O

nly tracks above a p
T  threshold

 (X
 G

eV
 or Y

 G
eV

) are u
sed

. W
e re-

quire exactly one track, or one to three tracks w
ithin the w

ind
ow

. A
ssum

ing 100%
 tracking effi-

ciency and
 requiring track p

T  to be above X
 G

eV
 and 1≤ N

trk
≤ 3, the jet rate is red

uced by
approxim

ately a factor of X
.X

, w
hile keeping the tau

 efficiency close to X
X

%
. T

he red
uction of

jets can reach ap
proxim

ately a factor of Y.Y
 w

hen exactly one charged
 track is required, but in

this case the tau
 efficiency is red

u
ced

 to Z
Z

%
 Inefficiency in track find

ing red
uces the jet rejec-

tion pow
er as w

ell as the tau efficiency. H
ow

ever, the effect is sm
all for realistic values of track

efficiency (~90%
): abou

t X
%

 increase in jet rate and
 Y

%
 decrease in tau efficiency. If a higher p

T
cu

t is chosen, say, p
T >

5 G
eV, then the rejection pow

er for jets is significantly d
im

inished
, w

ith
little effect on the tau efficiency. T

hus, the capability to m
easu

re low
 p

T  charged tracks at LV
L

2
w

ill be im
portant for tau/

jet separation.

(A
 table of tau and jet efficiencies after a cut on the num

ber of generated charged tracks, w
hen applied to

LV
L1 R

oIs and after LV
L2 tau selection w

ill be given here. JLP
)

E
lectron id

entification at LV
L

2 is described
 p

reviously in section xxx of this d
ocum

ent. It is
based up

on the m
atching of a track reconstru

cted
 in the inner d

etector, includ
ing T

R
T hits, w

ith
the electron clu

ster in the calorim
etry.T

his m
achinery w

ill be u
sed

 to id
entify tau

/electron jets
at LV

L
2. 

13.4.3.3
Tau

 S
electio

n in th
e E

ven
t Filter

A
t the event filter stage w

e have access to the com
plete, calibrated

, event for the first tim
e. T

hus,
it is p

ossible to refine the LV
L

2 decision. E
xisting off-line stud

ies of tau/
had

ron identification
and

 jet rejection [13-40] provid
e the basis for the event filter (E

F) trigger d
ecision. T

he trigger
criteria for tau

/hadron jets w
ith E

T  > X
X

 G
eV

 and
 |η|

 <2.5 are as follow
s: 

•
T

he jet rad
ius com

pu
ted

 using only the e.m
. cells contained

 in the jet, R
em

, m
ust obey the

inequality: R
em

 < 0.0X
 (0.07 in [13-40]);
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•
T

he d
ifference betw

een the E
T  contained

 in cones of size ∆
R

 =
0.X

 and 0.Y
 (0.2 &

 0.1 in [13-
40]),, norm

alized to the total jet E
T ,∆

E
T  m

ust obey the inequ
ality: ∆

E
T  < 0.Z

 (0.1 in [13-
40]);

•
T

he nu
m

ber of reconstru
cted

 charge tracks N
tr  is equal to 1 or 3, pointing to the clu

ster
(w

ithin ∆
R

 =0.X
)

(In the case of the tau/hadron trigger three additional tau selection requirem
ents w

ill be studied (if there is
tim

e) Tracks m
ust be extrapolated to “hit” a hadronic cluster i.e. m

ust satisfy R
 <

 0.X
 (R

2=
∆φ

2 +∆η
2),

w
here R

 is the “distance betw
een the cluster centre and the extrapolated track position at the hadron calo-

rim
eter; 2) A

ll tracks m
ust be consistent w

ith originating from
 the sam

e event vertex as the cluster. T
hat

is, ∆
z, betw

een the distance of closest approach of the hadronic show
er direction and the track at the clos-

est approach to the beam
 obeys the inequality: ∆

z <
 xx cm

; 3) T
here m

ust be rough agreem
ent betw

een the
sum

 of the hadronic E
T  m

easured in the calorim
etry and the sum

 of pT  m
easured in the tracking. JLP

In the case of the tau/lepton trigger the cuts em
ployed

 are: T
he p

T  of the lepton is required
 to be

greater than X
X

 G
eV

 and
 |η|

 < 2.5. 

A
 m

ethod
 of im

p
roving the signal accep

tance for final states involving tau
s as w

ell as retaining
an accep

table trigger rate is com
bining a tau trigger w

ith an E
T -m

iss trigger. T
he corresponding

H
LT

 m
enu item

 is ((τ35+xE45). U
sing X

X
X

X
X

 d
i-jet events the p

robability for a Q
C

D
 jet to satis-

fy the tau id
entification criteria is stu

d
ied

. T
he correspond

ing tau identification efficiency w
as

investigated
 using Ζ

0→
τ +τ -p

rod
u

ced at low
 and high lum

inosity. 

(T
he results of the studies discussed above w

ill be presented here. JLP
)

13.4.4
b

-tag
gin

g

T
he selection of b-jets at trigger level can im

prove the flexibility of the H
LT

 schem
e and

 possibly
extend

 its physics perform
ance. In particular, for topologies containing m

u
lti b-jets, the ability

to separate b-jets from
 light quark and gluon jets cou

ld
 increase the acceptance for signal events

(if the use of low
er jet E

T  threshold
s than those d

iscu
ssed in section X

X
X

 is feasible) or red
u

ce
the backgrou

nd
 (and

 hence the rate) for events containing b-jets that have alread
y been selected

by other triggers.

T
he stu

d
y presented

 in this section d
efines and characterizes, in the low

 and
 in the high lum

i-
nosity case, an online b-tagging selection based

 on the inform
ation com

ing from
 the Inner D

e-
tector. 

13.4.4.1
b-tag

g
in

g
 at LV

L
2

T
he track reconstru

ction and the precise determ
ination of the track p

aram
eters (in particular in

the transverse plane d
0 ) are the crucial com

ponents for the b-jet trigger.

Several tracking algorithm
 for LV

L2 have been presented
 in Section Y

Y
Y. Table 12-1 show

s the
com

p
arison of the track reconstru

ction efficiency, the track p
aram

eters resolution and
 the laten-

cy am
ong the different algorithm

s for R
oIs generated

 by b-jets in the low
 and

 high lum
inosity

case.

T
he b-tagging algorithm

 is based
 on the significance of the transverse im

pact param
eter S=d

0 /
σ(p

T ). A
 b-jet estim

ator is bu
ild

 u
sing the likelihood

-ratio m
ethod

: for each track (i), the ratio of

A
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the probability d
ensities for the track to com

e from
 a b-jet or a u

-jet is calcu
lated

: fb (S
i )/

fu (S
i );

the p
rod

uct W
 of these ratios over all reconstru

cted
 tracks in the jet is com

p
uted

 and
 the final

tagging variable X
=W

/(1+W
) is d

efined
. Jets are tagged

 as b-jets if X
~

1 and
 u-jets if X

~0.

13.4.4.2
R

esu
lts on

 sing
le b-jet tag

g
in

g

T
he b-tagging algorithm

 has been characterized
 on single b-jets com

ing from
 H

 ->
 b b d

ecays
w

ith m
H

=120 G
eV

 produ
ced

 in association w
ith a W

 at low
 and

 high lum
inosity, and

 corre-
spond

ing u-jets obtained
 by artificially rep

lacing the b-jets from
 the H

iggs decay. T
he E

T  sp
ec-

tru
m

 of these jets covers the range up
 to E

T =
120 G

eV
; they provid

e a good
 benchm

ark for m
any

physics channels involving H
iggs produ

ction. 

T
he efficiencies for b-jets (εb ) and rejection factors (R

u ) against u-jets are given in Table 12-2.

13.4.4.3
C

om
parison

 w
ith

 O
fflin

e b
-tag

gin
g 

T
he p

erform
ance of the LV

L
2 trigger algorithm

 has been com
pared

 to that of the offline algo-
rithm

.

T
he Figu

re 12-X
 d

em
onstrates that the trigger and

 offline selection are w
ell correlated

 and
 that,

as long as the LV
L

2 efficiency is kep
t above X

X
%

, it is possible to provide su
bsequent analyses

w
ith an u

nbiased
 sam

ple in the region ε<X
X

%
. 

D
ifferent com

binations of w
orking p

oints of LV
L

2 trigger selection and
 offline analysis cou

ld
 be

chosen dep
end

ing on the required offline b-tagging efficiency.

Tab
le

13-3  C
om

parison of the track efficiency, the track param
eter resolution and the tim

e latency for different
tracking algorithm

 in low
 (high) lum

inosity case. 

ID
S

C
A

N
S

iTrack
...

Track efficiency
xx(yy)

xx(yy)
xx(yy)

Fake track fraction
xx(yy)

xx(yy)
xx(yy)

σ(d
0 )

xx(yy)
xx(yy)

xx(yy)

σ(φ)
xx(yy)

xx(yy)
xx(yy)

σ(p
T )

xx(yy)
xx(yy)

xx(yy)

σ(η)
xx(yy)

xx(yy)
xx(yy)

σ(z
0 )

xx(yy)
xx(yy)

xx(yy)

E
xecu

tion tim
e

xx(yy)
xx(yy)

xx(yy)

Tab
le

13-4   R
ejection of the LV

L2 b-tagging algorithm
 against u-jets for three different values of the b-jet effi-

ciency: 50%
(top), 60%

(m
iddle) and 70%

(bottom
). T

he results are show
n for different intervals of E

T ,η of the jet.

E
T

< 40 G
eV

 
40 G

eV
 < E

T
< 80 G

eV
 

80 G
eV

 < E
T

<
 120 G

eV

|η| < 1.5 
xx

xx
xx

|η| >
 1.5

xx
xx

xx
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13.4.5
B

-ph
ysics

A
bou

t one collision in every hu
nd

red
 w

ill prod
u

ce a bb qu
ark pair. T

herefore, in ad
d

ition to re-
jecting non-bb events, the B-trigger m

u
st have the ability to id

entify and
 select those events con-

taining B
-d

ecay channels of specific interest. Im
portant areas includ

e C
P-violation stud

ies w
ith

the channels B
d →

π
+π

− and
 B

d →
J/ψ

K
s  (w

ith both J/ψ
→

e +e − and J/ψ
→

µ
+µ

−); m
easurem

ents of
B

s oscillations in B
s →

D
s π and

 B
s →

D
s a

1  w
ith D

s →
ππ; analysis of B

s →
J/ψ

 and B→
J/ψ

η
; rare de-

cays of the type B
d

,s →
µ

+µ
−X

; b-produ
ction m

easu
rem

ents and
 p

recision m
easurem

ents w
ith B

-
hadrons. Since these are p

recision m
easurem

ents and searches for rare d
ecays, high statistics are

requ
ired

. T
he large nu

m
ber of bb pairs prod

u
ced

at the LH
C

 m
ean that A

T
L

A
S is w

ell placed
 to

m
ake a significant contribution in these areas. 

Since the Technical Prop
osal the B-trigger has been re-assessed in the light of a nu

m
ber of d

evel-
opm

ents, includ
ing the likelihood of a redu

ced
 ID

 layou
t at the start of running, an increase in

the target start-u
p lum

inosity and various trigger deferral scenarios. T
he aim

 is to provid
e the

m
axim

um
 possible coverage of key B-physics channels w

ithin the available resou
rces. 

It is im
p

ortant to stud
y a range of scenarios since the actu

al start-up
 cond

itions are u
ncertain,

lum
inosity is expected to vary from

 fill-to-fill, and there are uncertainties in the physics cross-
sections and in the calcu

lation of requ
ired

 resources. A
 flexible trigger strategy has, therefore,

been d
eveloped

 based
 on a d

i-m
uon trigger at the start of higher lum

inosity L
H

C
 fills and intro-

d
ucing fu

rther triggers later in the beam
 coast or for low

er lu
m

inosity fills (over the period
 of a

beam
-coast the lum

inosity is expected to fall by about a factor of tw
o). Tw

o strategies have been
investigated

 for these ad
d

itional triggers, as follow
s.

•
R

equire a LV
L

1 JE
T or E

M
 R

oI in ad
d

ition to a single-m
uon trigger (p

T >8 G
eV

). A
t LV

L
2

and the E
F, tracks are reconstructed w

ithin R
oI using p

ixel, SC
T

 and
 T

R
T

 inform
ation.

T
he reconstru

cted
 tracks form

 the basis of selections for e.g. J/ψ
(ee), B(ππ) and

 D
s (φπ).

Since track reconstruction is perform
ed

 insid
e R

oI, the resources required
 are m

odest. 

•
A

 full-scan of the SC
T

 and
 pixels is perform

ed
 for events w

ith a single-m
uon trigger

(p
T >

8~
G

eV
). T

he reconstru
cted

 tracks form
 the basis of selections for e.g. B

(ππ) and
D

s (φπ). T
his p

rom
ises better efficiency than the above m

ethod
, bu

t requires som
ew

hat
greater resou

rces in ord
er to perform

 the full-scan. 
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In all cases, at least one LV
L1 m

uon trigger is
required to 

initiate 
the B

-trigger. Since the
cross-section for inclusive m

uon prod
uction

from
 pion and kaon d

ecays falls m
ore rapid

ly
w

ith p
T  than that for prom

pt m
u

on prod
uction

from
 b-d

ecays, an app
ropriate choice of p

T
threshold

 gives a pow
erfu

l redu
ction of the

trigger rate d
u

e to backgrou
nd

 processes. For
exam

ple, a threshold
 of p

T  >
 8 G

eV
 w

ould
gives a single-m

u
on trigger rate of 10 kH

z at
LV

L
1 

for 
a 

lum
inosity 

of 
1

×
10

33
cm

−2
s −1.

M
ost of this rate is du

e to m
uons w

ith tru
e p

T
below

 threshold
 originating from

 pion and
kaon d

ecay, a large p
roportion of w

hich can be
rejected

 at LV
L2 on the basis of m

ore p
recise

track m
easurem

ents. A
fter the LV

L
2 selection

the trigger rate is about 2~kH
z at a lum

inosity
of 1

×
10 33

cm
−2

s −1; about one third of this
rate is d

ue to b→
µ d

ecays. It is im
portant not

to set the m
u

on p
T  threshold too high as this

w
ou

ld significantly red
uce the statistics in the

signal channels and
 rend

er the m
easurem

ents u
n-com

petitive.

13.4.5.1
D

i-m
uo

n trig
g

ers

A
 d

i-m
u

on trigger provides a very effective selection for several im
portant channels, e.g. B→

J/
ψ

(µ
+µ

−)K
s  and

 B→
µ

+µ
−(X

). T
he LV

L
1 m

u
on trigger is efficient d

ow
n to a p

T  of about 5 G
eV

 in
the barrel region and about 3 G

eV
 in the end-cap

s. H
ow

ever the actual thresholds used
 for the

d
i-m

uon trigger w
ill be d

eterm
ined

 by rate lim
itations. For exam

ple, a p
T  threshold of 6 G

eV
w

ou
ld give a di-m

u
on trigger rate of abou

t 600 H
z after LV

L
1 at a lum

inosity of 2
×

10
33

cm
−2

s −
1. These triggers are m

ostly du
e to m

u
ons from

 heavy flavou
r d

ecays plus som
e single m

u
ons

w
hich are d

ou
bly counted

 d
ue to overlaps in the end-cap

 trigger cham
bers. T

he later are re-
m

oved
 w

hen the m
u

ons are subsequ
ently confirm

ed
 at L

V
L

2 using inform
ation from

 the m
uon

precision cham
bers and

 ID
. A

t the EF, tracks are refit and
 specific selections m

ad
e on the basis

of m
ass and

 decay length cu
ts. T

hese consist of sem
i-inclusive selections, for exam

ple to select
J/ψ

(µ
+µ

−) d
ecays w

ith a displaced
 vertex, and

 in som
e cases exclusive selections such as for

B
d,s →

µ
+µ. T

he final trigger rate, after the EF, is about ~
20

H
z at a lum

inosity of 2
×

10
33

cm
−2

s −
1.13.4.5.2

H
ad

ro
nic final states

For had
ronic final states, tw

o strategies have been stud
ied

 based on, for events w
ith a m

uon
trigger, either an ID

 full-scan or a R
oI-based selection. A

n ID
 full-scan consists of track-recon-

struction w
ithin the entire volum

e of the SC
T

 and Pixel d
etectors <R

ef_id
scan> and, op

tionally,
the T

R
T <ref TR

Tscan>
. T

he alternative strategy u
ses low

 E
T  LV

L
1 jet clu

sters to d
efine R

oIs for
track reconstru

ction in the ID
. By lim

iting track reconstru
ction to the p

art of the ID
 lying w

ithin
the R

oI, about 10%
 on average, there is potential for up to a factor of ten saving in execution

tim
e com

pared to the full-scan. Prelim
inary stud

ies of efficiency and
 jet-clu

ster m
ultiplicity

have been m
ad

e u
sing a fast sim

u
lation w

hich inclu
des a d

etailed p
aram

etrization of the calo-
rim

eter. T
hese stu

dies ind
icate that a threshold

 of E
T  > 5 G

eV
 gives a reasonable jet cluster m

ul-

F
ig

u
re

13-4 
 

D
ifferential 

cross-section 
ds/dp

T  
for

inclusive m
uon production in A

T
LA

S
 in the pseudo-

r apidity range |η
|<

2.7.
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tip
licity, i.e. a m

ean of abou
t tw

o R
oI p

er event for events containing a m
uon w

ith p
T  >

 6 G
eV,

see Fig. <
jet roi M

ult>
. A

 trigger based
 on this threshold

 w
ou

ld
 be efficient for B→

D
s π and

B→
ππ events w

ith a B-had
ron p

T  above about 15 G
eV.

Follow
ing the ID

 track reconstruction (either full-scan or R
oI-based

) fu
rther selections are m

ad
e

for specific channels of interest. These are kep
t as inclusive as possible at LV

L
2 w

ith som
e m

ore
exclusive selections at the E

F. For exam
p

le, sam
ples of B

s →
D

s π
+ and

 B
s →

D
s a

1  events can both
be triggered by selecting events containing a D

s (φπ
−) candid

ate. 

Tracks are refit at the E
F insid

e R
oI d

efined
 from

 the results of LV
L2. U

sing LV
L

2 to gu
id

e the
E

F reconstruction redu
ces the am

ou
nt of d

ata to be p
rocessed. For exam

p
le, a region encom

-
p

assing all LV
L2 tracks form

ing D
s (φπ) or B

(ππ) cand
id

ates corresp
ond

s to abou
t 10%

 of the ID
acceptance, on average. A

t the E
F, tighter m

ass cuts m
ay be app

lied
 than at LV

L
2, du

e to the
better track p

aram
eter resolu

tion obtained from
 the EF reconstruction. In ad

dition, E
F selections

m
ay inclu

de d
ecay vertex reconstru

ction, allow
ing further cuts on vertex-fit qu

ality and
 decay

length.

Stud
ies using a fu

ll d
etector sim

u
lation have show

n that an efficiency of about 70%
 can be ob-

tained for B
s →

D
s π signal events w

here all final state particles have p
T > 1.5 G

eV. The corre-
spond

ing trigger rate is abou
t 60 H

z at LV
L

2 and
 about 6 H

z after the EF at a lum
inosity of

1
×

10
33

cm
−2

s −1, using a single m
uon trigger threshold

 of p
T

>
8~

G
eV. T

here is very little d
eg-

rad
ation of the trigger perform

ance if the num
ber of pixel layers is red

uced from
 three to the

tw
o layers expected

 at the start of LH
C

 running. 

13.4.5.3
M

u
o

n-electro
n

 fin
al states 

A
 m

uon-electron trigger is u
sed

 to select channels such as B
d →

J/ψ
(e +e −)K

s  events w
ith an op-

p
osite side m

u
on tag, or B

d →
J/ψ

(µ
+µ

−)K
s  w

ith an opposite sid
e electron tag. A

s for the trigger
for hadronic final states, tw

o different strategies have been stud
ied using either an ID

 fu
ll-scan

or R
oI-based

 ID
 track reconstru

ction. In both cases a LV
L

1 m
uon trigger, confirm

ed at LV
L2, is

requ
ired

.

F
igu

re
13-5 

 
Jet 

R
oI 

m
ultiplicity 

(E
T

>
5

G
eV

) 
for

events w
ith a m

uon p
T

>
6

G
eV.

F
ig

u
re

13-6 
 

E
M

 
R

oI 
m

ultiplicity 
(E

T
>

2
G

eV
) 

for
events w

ith a m
uon p

T
>

6
G

eV.
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For the full-scan based m
ethod

, a histogram
m

ing techniqu
e <

R
ef_T

R
T

LU
T,R

ef_xK
alm

an>
 is

used
 to search for tracks w

ithin the entire volum
e of the T

R
T. G

ood
 efficiency has been obtained

for electrons w
ith p

T  dow
n to abou

t 1 G
eV. H

ow
ever, since execu

tion tim
e scales as 1/

p
T , in

practice higher threshold
s m

ay be u
sed

. To im
prove track param

eter resolu
tion, track candi-

d
ates reconstru

cted
 by the T

R
T are then extrapolated into the SC

T
 and p

ixels using a K
alm

an
filter algorithm

 <R
ef_SiK

alm
an>. T

he TR
T

 id
entifies e

+/e − cand
id

ates on the basis of transition
rad

iation inform
ation. C

and
id

ates passing track cuts are com
bined in opposite charge-sign

pairs and J/ψ
(ee) m

ass cuts app
lied

. A
n efficiency of about 40%

 can be obtained for B
d →

J/
ψ

(e +e −)K
s  events w

here both e
+ and

 e − have p
T

>
1~G

eV. T
he corresp

ond
ing LV

L
2 trigger rate is

about 40 H
z, at a lum

inosity of 1
×

10
33

cm
−2

s −1, u
sing a p

T
>

8~
G

eV
 m

uon trigger threshold
.

T
he tracks are refit at the E

F, inclu
ding a vertex fit. D

ecay length and
 fit quality cuts are app

lied
,

giving abou
t a factor of ten fu

rther red
uction in trigger rate.

 A
n alternative strategy is based u

pon using the LV
L1 trigger to find

 low
 E

T  electron/p
hoton

clu
sters w

hich d
efine R

oI to be investigated
 at LV

L
2. P

relim
inary stu

d
ies, u

sing a fast sim
ula-

tion, show
 that a reasonable com

prom
ise betw

een R
oI m

ultiplicity and
 electron efficiency m

ight
be obtained w

ith a threshold
 of E

T >2 G
eV. T

his gives a m
ean R

oI m
ultiplicity of about one for

events containing a m
uon w

ith pT
>

6~
G

eV, see Fig. <E
M

 R
oI m

u
lt>. The correspond

ing effi-
ciency to create a R

oI for both the e + and e − from
 J/ψ

(e +e −) is about 80%
 in events w

here both fi-
nal state p

articles have p
T

>
3~G

eV. A
t LV

L
2, the electron/

photon R
oIs are confirm

ed in the
calorim

eter, u
sing fu

ll-granularity inform
ation and inclu

d
ing the pre-sam

pler. A
 search is then

m
ade, insid

e the R
oI, for tracks in the SC

T, P
ixels and

 T
R

T. The R
oI about each electron candi-

d
ate can be quite sm

all, of ord
er ∆ η

×
∆φ

=
0.2x0.2. T

his gives a large saving in reconstru
ction

tim
e, com

p
ared

 to a fu
ll-scan, but has a low

er efficiency, particularly at low
 p

T .

13.4.5.4
R

eso
urce estim

ates 

In ord
er to estim

ate the com
pu

ting resources required for the B
-trigger, m

easurem
ents of execu-

tion tim
e are com

bined
 w

ith estim
ates of trigger rate at each step

 of the selection. V
arious recon-

struction algorithm
s have been tim

ed
 on several d

ifferent platform
s in ord

er to d
eterm

ine the
m

ean execution tim
e at a given lu

m
inosity, and the scaling of execution tim

e w
ith the num

ber of
hits in an event, and

 hence the scaling w
ith lum

inosity. These tim
ing m

easu
rem

ents have been
com

bined
 w

ith the estim
ates of trigger rates and

 R
oI m

ultiplicity to give an estim
ate of the re-

sou
rces requ

ired for the B-trigger [13-51]. T
he resu

lts are show
n in Table

13-5. 

T
he use of low

 E
T  LV

L
1 R

oI to gu
id

e reconstruction at LV
L

2 p
rom

ises a fu
ll program

m
e of B

-
physics for very m

od
est resou

rces. H
ow

ever m
u

ltiplicities and
 efficiencies need to be verified in

stud
ies using a full detector sim

u
lation.

Tab
le

13-5  B
-trigger resource estim

ates.

L
um

in
o

sity
B

-Trig
g

er
n

o
. cpu

2
×

10
33

cm
−2

s −1
D

i-m
u

on only
2

1
×

10
33

cm
−2

s −1
D

i-m
u

on +
 R

oI-based
 triggers

8

D
i-m

u
on +

 fill-scan based
 triggers

26
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13.5
E

ven
t rates and

 size to o
ff-line

D
efine present id

eas abou
t d

ata com
pression and

 red
uction, zero su

ppression for L
A

r (and
T

R
T

?): this m
ight be p

robably be elsew
here as w

ell. D
ifferences betw

een zeros at the E
F and

loss-less d
ata com

pression in the R
O

Ses.

G
lobal table on rates for initial and

 high lu
m

inosity, im
plication for off-line reconstru

ction (cost-
ing, later)

13.6
S

tart-up
 scen

ario

Should be here? P
ictu

re a global ap
p

roach on how
 w

e are going to hand
le, at the selection level,

the first year of running, assum
ing a certain m

achine scenario. It is probably very ap
pealing for

L
H

C
C

13.7
R
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14
O

verall system
 perform

ance and
 validatio

n

14.1
In

tro
du

ctio
n

- D
efinition of valid

ation of rate capability, its context and
 scope.

- Sum
m

ary of valid
ation process

14.2
In

teg
rated P

roto
typ

es

D
escription of the prototypes:

•
H

LT
/

PE
SA

 prototype 

•
integrated

 10%
 system

14.2.1
S

ystem
 perfo

rm
an

ce o
f event selectio

n

T
he H

igh Level Trigger w
ill select and classify events based

 on softw
are largely developed

 in
the offline environm

ent. T
his app

roach m
inim

izes d
uplication of effort and

 ensures consistency
betw

een the offline and the online event selections. H
ow

ever, given the strict p
erform

ance re-
quirem

ents of a real-tim
e online environm

ent, it is essential to evaluate the perform
ance of the

H
LT

 event selection softw
are (“PE

SA
 softw

are”) in a realistic trigger environm
ent.

T
he resource utilization characteristics of the P

ESA
 softw

are are an im
portant input to the m

od-
els that pred

ict overall system
 size and

 cost. For this reason, a prototyping program
 w

as d
evel-

oped
 to perform

 ded
icated

 system
 perform

ance m
easu

rem
ents of the event selection softw

are
in a testbed

 environm
ent. 

14.2.1.1
M

easu
rem

en
t an

d valid
ation

 strateg
y

T
he scope of the w

ork reported
 here is lim

ited
 to a system

 w
ith full event selection and a m

ini-
m

al dataflow
 system

, p
roviding full trigger fu

nctionality w
ith lim

ited
 perform

ance. Such a d
ed-

icated “vertical slice test” is sufficient to test the p
erform

ance of the H
LT

 event selection in a
realistic environm

ent. N
evertheless, even in su

ch a lim
ited

 system
, tests and

 m
easu

rem
ents of

the d
ataflow

 aspects relevant to P
E

SA
 can be p

erform
ed

.

A
n im

portant aspect of this prototyping w
ork is com

ponent integration. A
lthou

gh single com
-

p
onents m

ay perform
 very w

ell in isolated
 tests, only integration w

ith other system
 elem

ents
m

ay reveal w
eakness not foreseen in the original design. T

he integration and
 testing w

ork de-
scribed

 here follow
ed

, roughly, the follow
ing step

s:

1.
Individu

al com
ponent testing and

 valid
ation (ad

d
ressed

 in C
hapters 8 and 13)

2.
Functional integration of relevant com

ponents (e.g., O
nline, D

ataflow
, PE

SA
) in a sm

all
testbed, provid

ing feed
back to d

evelop
ers.

3.
Final system

 validation
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4.
M

easurem
ent program

, includ
ing event processing tim

es, netw
ork latencies, and

 thread
scaling.

T
he last three step

s w
ere carried ou

t for a LV
L2 testbed

, an E
F testbed

, and
 a com

bined
 H

LT
testbed

 in the context of validating the TD
A

Q
 architectu

re. T
he follow

ing sections su
m

m
arize

the outcom
e of this integration and

 m
easu

rem
ent p

rogram
.

14.2.1.2
E

ven
t selectio

n at LV
L2

A
ll elem

ents necessary to transp
ort and p

rocess event d
ata insid

e the L
2PU

 w
ere assem

bled in a
LV

L
2 vertical slice prototype. A

s show
n in Figu

re
14-2 (left), the follow

ing com
ponents w

ere in-
clu

ded
 in the prototype:

•
L

2PU
 (D

escribed in C
hap

ter
9.2.4)

•
R

O
S or R

O
S em

u
lator (D

escribed in Section
8.1.3)

•
LV

L
2 Su

p
ervisor (D

escribed
 in Section

9.2.3)

T
he above w

ere connected to the C
E

R
N

 netw
ork through a hybrid

 Fast/
G

igabit ethernet
sw

itch, all controlled
 by the online softw

are. T
he host m

achines for the ap
plications w

ere typi-
cally either D

u
al processor P

entiu
m

 or A
thlon m

achines (2.2
G

H
z) or single processor Pentium

IV
 (2.4

G
H

z). A
 detailed d

escrip
tion of the setu

p
 can be fou

nd
 in [14-2].

T
he L

2PU
, the app

lication that effects the event selection, hosts both D
ataflow

 and
 H

LT
 soft-

w
are. In bu

ild
ing the vertical slice prototype, the m

ajor challenge w
as achieving the integration

of both softw
are fram

ew
orks. A

s d
escribed in Section X

X
X

X
, the PSC

 acts as an interface be-
tw

een the control asp
ect of the dataflow

 and
 the event selection softw

are (Section X
X

X
). T

he se-
lection softw

are includ
ed

 all elem
ents d

escribed in C
hapter X

X
X

, includ
ing the d

etector
softw

are necessary to assem
ble and

 decode the raw
 d

ata fragm
ents d

elivered
 by the R

O
S. A

 d
e-

tailed description of the softw
are integration w

ithin the L
2PU

, includ
ing problem

s and
 unre-

solved
 issu

es, can be fou
nd

 in [14-2]. 

T
he event data, generated

 from
 fully sim

ulated
 sam

ples of d
i-jet events and

 includ
ing the LV

L
1

trigger sim
u

lation, w
as load

ed
 into the R

O
S before starting a run. A

 suite of trigger algorithm
s

d
esigned to select electrons and

 p
hotons ran w

ithin the L
2PU

, together w
ith the appropriate d

e-
tector softw

are to d
ecod

e the raw
 d

ata. For these tests, only the L
A

r and
 Tile calorim

eters and
the SC

T/
pixel d

etectors w
ere used

. In add
ition, in ord

er to analyse the system
 perform

ance of
the softw

are, the softw
are suite w

as instrum
ented

 using N
etL

ogger.

T
he latency d

istribution for processing the electron/
photon selection in the vertical slice p

roto-
type is show

n in Figure
14-1. IN

TE
R

P
R

E
T

 R
E

SU
LTS H

E
R

E
. T

he total latency show
n in the fig-

F
ig

u
re

14-1  Latency distribution for processing events in the electron/photon trigger. T
he left plot corresponds

to low
 lum

inosity, w
hile the plot on the right corresponds to design lum

inosity. In each figure, the low
er portion

show
s the fraction of events processed as a function of tim

e.
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u
re 

includ
es 

contribu
tions 

from
 

netw
ork 

latencies, 
raw

 
d

ata 
conversion, 

and 
algorithm

execu
tion tim

e. 

H
ere w

ill provid
e a table w

ith sum
m

ary p
erform

ance num
bers of L2 slice. T

he table w
ill

p
resent overheads per com

ponent (as in A
T

L
-D

A
Q

-2002-012) ru
nning in one thread

:

•
P

SC
+L

1R
esult->SG

•
above+

du
m

m
y algorithm

 requ
esting data containers

•
above-du

m
m

y+
T

2C
A

L
O

•
above+

steering

•
above+

ID
SC

A
N

•
above+

L2result

For above, sep
arate netw

ork latencies and
 PE

SA
 execu

tion tim
es. C

om
p

are w
ith offline m

eas-
u

rem
ents.

H
ere describe system

 perform
ance results for various com

ponents in different configurations, e.g., P
SC

overhead, fram
ew

ork overhead, algorithm
 usage of C

P
U

 resources, num
ber of threads, etc. O

nly a few
 re-

sults show
n in a table. T

he rest w
ill be in a backup docum

ent.

A
lso give a sense of w

hat sort of optim
ization can still be done in the softw

are/strategy so that perform
-

ance can be brought to an acceptable level.

O
pen issues: ST

L., etc.?

A
ddress robustness requirem

ents (runs m
ore frequently in online that in offline)?

F
igu

re
14-2  S

etup for the LV
L2 (left) and E

F
 (right) vertical slice testbeds. T

he com
bined H

LT
 testbed consisted

of both LV
L2 and E

F
 testbeds connected via the C

E
R

N
 netw

ork infrastructure.

L2S
V

S
w

itch

D
FM

R
O

S
E

L2P
U

S
FI

S
upervision

S
w

itch

E
FD

P
T

S
FO

C
E

R
N

 netw
ork

B
ldg. 32

B
ldg. 513
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14.2.1.3
E

ven
t selectio

n at th
e E

vent F
ilter

In the E
vent Filter, the event selection process is carried

 out by the processing task (ref. to chap-
ter 9). In the first section, the baseline choice of using the offline A

T
H

E
N

A
 fram

ew
ork as the

processing task is d
escribed, as w

ell as the integration of the H
LT

SSW
 and

 A
T

H
E

N
A

 w
ith the

E
vent Filter. In the second section w

e w
ill d

escribe the cu
rrent testbed

 im
p

lem
entation, the

m
easurem

ents and
 the valid

ation strategy.

14.2.1.3.1
T

he E
vent F

ilter P
rocessing Task

In the E
vent Filter, the PE

SA
 strategy consists in using the offline reconstruction algorithm

s
w

ith the m
inim

um
 set of ad

ju
stm

ents required to com
ply w

ith the perform
an

ce goals. A
lthou

gh
the full d

etector inform
ation is available in the E

vent Filter, it w
ill not alw

ays be necessary to
unpack the full event  to reach the trigger d

ecision. H
ence,  it should

 be possible to seed
 the al-

gorithm
s, in p

articu
lar, w

ith the L
vL

2 result and the corresp
ond

ing  lazy data u
np

acking m
ech-

anism
 should

 be su
pported

.

T
he baseline im

plem
entation choice for the  E

vent Filter Processing Task is to use the offline
A

T
H

E
N

A
 fram

ew
ork. A

TH
E

N
A

 is the A
T

LA
S concrete im

plem
entation of the underlying ar-

chitecture G
A

U
D

I. T
he G

A
U

D
I architecture sep

arates A
lgorithm

 O
bjects from

 D
ata O

bjects.
T

he A
lgorithm

 view
 of the fram

ew
ork is show

n in Figu
re

14-3. E
ach algorithm

 can access a set

of services via an  interface: for exam
ple the E

vent D
ata Service is accessed

 via the ID
ataP

rovid
-

erSvc interface. D
ata is exchanged betw

een algorithm
s via the Transient E

vent Store.

T
he H

LT
SSW

 softw
are is an algorithm

 suite steered
 by the Step C

ontroller algorithm
 (refer to

chap
ter X

X
X

). W
hile the D

ata M
anager contributes to d

ata p
rep

aration, all event data entities
are defined

 in the E
vent D

ata M
odel. T

he H
LT

SSW
 is being d

evelop
ed in the A

T
H

E
N

A
 fram

e-

F
ig

u
re

14-3  T
he G

audi application fram
ew

ork architecture. 



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

14
  O

verall system
 perform

ance and validation
261

w
ork. T

his w
ill facilitate the develop

m
ent of algorithm

s, the ad
aptation of offline algorithm

s,
the stud

y of the bou
nd

aries betw
een L

vL2 and E
F and

 the physics perform
ances stud

ies.

A
s w

e shall see to integrate the H
LT

SSW
 and A

T
H

EN
A

 in the Event Filter w
ill consist in m

ak-
ing concrete im

plem
entations of som

e of the A
TH

E
N

A
 services. In the E

vent Filter, each
P

rocessing Task consists of a stand
ard

 A
TH

E
N

A
  p

rocess, as in the offline case, that instantiates
all the necessary services and

  ru
ns an ‘infinite’ event loop. 

In the follow
ing paragraphs, w

e w
ill explain the event inpu

t m
echanism

, the p
rod

uction of the
E

Fresu
lt d

ata fragm
ent and

 how
 it passed

 to the E
Fd

ataflow
, the access to the L

vL2 resu
lt and

the im
p

lem
entation of som

e of the services.

In the A
T

H
EN

A
/

G
A

U
D

I concept, the infrastructure for read
ing from

 and
 w

riting to a particu-
lar persistency is provid

ed by a conversion service (ref. A
thena D

eveloper G
uid

e V
 2.0.2). In this

case the p
ersistency is a full event in B

yteStream
 form

at and the transient form
 are collections of

R
aw

 D
ata O

bjects w
hile registered

 in the T
ES. T

he  package that im
p

lem
ents the necessary

classes for a G
aud

i conversion service is the B
yteStream

C
nvSvc. In ad

d
ition, converters are re-

sponsible for converting a particu
lar d

ata typ
e, in this case one for each collection type, to and

from
 that particu

lar persistency type.

E
ven

t  In
p

u
t

T
he service used

 to access the event is the B
yteStream

C
nvSvc. O

ne of the elem
ents of the service

is the Inpu
t Source. C

urrently A
T

H
E

N
A

 requ
ires each E

vent Inpu
t Source to im

plem
ent the

E
ventSelector and

 EventIterator interface. It is the E
ventSelectorByteStream

 that locates the re-
quested

 B
yteStream

Inpu
tSvc w

hose nam
e is specified

 in the jobO
ptions. In case of running in

the E
vent Filter farm

, the specified
 inp

ut service is a class called ByteStream
E

FH
and

lerInpu
tSvc

that specifies the event source as com
ing from

 the EFD
ataflow

. To run in offline m
od

e instead
,

reading d
ata from

 a file containing events in B
yteStream

 form
at, is achieved sim

ply by requ
est-

ing in the jobO
ptions file, a d

ifferent sou
rce, the B

yteStream
FileInp

utSvc. 

W
hen ru

nning in the E
vent Filter farm

,  the B
yteStream

E
FH

and
lerInpu

tSvc interfaces w
ith the

E
FD

ataflow
, at initialization tim

e, by connecting to an instance of the E
FD

 PTclient  singleton
class (refer to C

hap
ter 9). T

he m
ethod ByteStream

E
FH

and
lerInputSvc::nextE

vent requests a
p

ointer to the next B
yte Stream

 event in the E
FD

 Shared
 H

eap. It extracts the event size from
 its

header and
 u

ses this inform
ation to construct an instance of the  R

aw
M

em
oryStorage class de-

fined
 by the E

vent Form
at L

ibrary (E
FL

) online package. T
his object is in turn used

 to create and
return an object of type R

aw
Event,a typed

ef for an E
vent Filter L

ibrary Fu
llE

ventFragm
ent ob-

ject that is constru
cted

 from
 a R

aw
M

em
oryStorage instance.  From

 this point on, the treatm
ent

of d
ata is exactly the sam

e if running in the EF or offline.T
he Id

entifiableC
ontainer,used

 to con-
tain the R

aw
 D

ata O
bjects, and the correspond

ing converters p
rovid

e a m
echanism

 for creating
the R

D
O

s on d
em

and.

A
fter the H

LT
SSW

 processing is com
pleted

, its result is w
rap

ped in an object of type EFR
esult

w
hich is d

erived from
 the A

thena D
ataO

bject class. T
he B

yteStream
C

nvSvc is again responsible
for the conversion to persistency. T

he list of C
LID

s of objects that shou
ld

 be converted
  to per-

sistency is d
eclared

 in jobO
ptions. W

hen running in the offline m
od

e, the outp
ut service is u

sed
to sim

ulated
 the events in ByteStream

 form
at; in that case the list of C

L
ID

s of the various types
of R

D
O

 collections is declared
 in the jobO

ptions. O
n the other hand

, w
hen running in the Event

Filter farm
, one need

s only to append
 the EFresult to the original event resid

ing in the shared
m

em
ory. H

ence only the C
L

ID
 of the E

Fresu
lt object is declared

 in the jobO
ptions.
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O
u

tpu
t o

f E
F

 selectio
n

 p
ro

cess

A
fter the event filtering process, an algorithm

 creates the E
Fresult object that contains a bit pat-

tern correspond
ing to the resu

lt of the selection and
 som

e m
ore d

etailed
 inform

ation about the
selection, like w

hich trigger elem
ent and

 m
enu item

s have been valid
ated

. T
he A

thena
B

yteStream
C

nvSvc calls the  E
FR

esu
ltByteStream

 C
onverter that creates a R

O
D

 fragm
ent w

hich
payload

 contains the bit p
attern. T

he B
yteStream

C
nvSvc au

tom
atically takes care of collecting

all existing R
O

D
 fragm

ents and
, u

sing the E
vent Form

at Library, constructs the Fu
ll Event Frag-

m
ent. T

he corresp
ond

ence betw
een a R

O
D

 and
 its corresp

ond
ing R

O
B

 / R
O

S /
 SubD

etector is
provid

e at initialization. A
gain there is sim

ilarity betw
een the offline case, w

here the aim
 is to

produ
ce ByteStream

 form
at event files and

 the case of the E
vent Filter test bed

. D
ifferent jobO

p-
tions w

ill select the list of C
L

ID
 for the relevant R

D
O

 collections in the first case and
 the EFre-

sult C
L

ID
 in the latter. The sam

e m
echanism

 w
ill be used to p

ass back to the EF add
itional

inform
ation contained

 in reconstructed
 objects du

ring the selection p
rocess. For exam

ple, the
T

E
S object representing an identified

 electron, given the corresp
ond

ing converter that serializes
the inform

ation and
 insert it in a R

O
D

 fragm
ent, can also be inclu

d
ed  in the E

vent Filter ‘Su
b-

d
etector Fragm

ent’ and
 w

ill be ap
pend

ed
 to the original event.

A
ccess to

 th
e L

vL
2 resu

lt

T
he access to the L

vL
2 result is a trivial m

atter. T
he converter associated to the L

vL2resu
lt object

w
ill be au

tom
atically called

 by A
T

H
E

N
A

 and
 the object created

 in the T
E

S after u
np

acking the
L

vL
2 ‘Su

bd
etector’ fragm

ent w
hen the first access request w

ill be issu
ed by one the H

LT
SSW

 al-
gorithm

.

O
th

er services

V
ariou

s others A
TH

E
N

A
 services w

ill be interfaced
 to the EFsu

pervison, like m
essaging, error

rep
orting, excep

tion hand
ling or to C

ond
ition D

atabase services, etc.  A
gain, to sw

itch running
in offline m

od
e or running in the E

F farm
 w

ill consist in selecting the ap
propriate concrete serv-

ice im
p

lem
entation via jobO

ption files.

C
o

n
clu

sio
n

W
e have seen that the u

se of the A
thena softw

are as the EF P
rocessing Task m

akes it com
p

letely
transp

arent to sw
itch from

 the offline d
evelopm

ent environm
ent to the E

F farm
 w

hich w
as one

of the im
portant requirem

ent. N
ext w

e have to valid
ate that this approach m

eets the perform
-

ance requirem
ents of the E

vent Filter.

14.2.1.3.2
E

vent F
ilter P

rototype

To valid
ate the choice of the A

T
H

E
N

A
 Fram

ew
ork for the P

rocessing Task, an im
plem

entation
of the H

LT
SSW

 ru
nning in A

T
H

E
N

A
 in the E

vent Filter has been prototyped in the M
agni C

lu
s-

ter (ref. to X
X

X
).

T
he strategy of valid

ation consists in running som
e of the m

ost relevant triggers in term
s of

rates: the electron trigger and
 the m

uon trigger. E
fforts have been directed

 to the electron trigger
first. T

he H
LT

SSW
 suite for electron id

entification is run starting w
ith ByteStream

 d
ata files cor-

responding to single electrons and dijet events, the m
ain background

 sou
rce. T

he files have
been sim

ulated
 offline and

 the result of the LvL
2 selection in form

 of a L
vL

2 ‘Su
bd

etector’ frag-
m

ent is includ
ed

.
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T
he current H

LT
SSW

 selection suite includ
es tracking and

 calorim
eter reconstru

ction ad
apted

from
 the offline electron id

entification softw
are. T

he interface to the E
F D

ataflow
 PTclient de-

scribed
 in the above section has been im

plem
ented

. For now
, the E

Fresu
lt object contains a set of

bits m
atched

 to the d
ecision of the selection p

rocess: ‘A
ccept’, ‘R

eject’, ‘Forced
A

ccept’, ‘E
rror’.

N
o ad

d
itional reconstru

cted objects are serialized in the current test. The im
p

lem
entation of the

services are the follow
ing:

•
T

he m
essage service sim

ply w
rites to a log file specific for each PT

task (nam
e d

eclared
 in

jobO
ption file and

 know
n by the E

FSu
pervision)

•
T

he histogram
 service is interfaced

 to the W
eb based

 histogram
 service (refer to section

X
X

X
??)

V
alid

ation proced
ure:

1.
T

he basic log files are m
onitored by the Supervision has a sim

ple m
onitoring and

 debug-
ging tool.

2.
For tim

ing m
easurem

ent, the TrigTim
eA

lgs package is used
. This allow

s to com
pare tim

-
ing m

easurem
ent d

one offline w
ith the ones m

ad
e in the test bed. It should

 be pointed
ou

t, that there is a com
plete decoupling betw

een latency d
ue to the E

Fd
ataflow

 and the
latency of the A

T
H

EN
A

 and H
LT

SSW
 selection process. O

ne the pointer to the Shared-
H

eap is passed
 to A

thena there is no d
ifference betw

een that case and the offline case
w

here the B
yteStream

 has been read from
 a file and

 cop
ied

 in the local m
em

ory. C
om

par-
ing the tw

o m
od

es, running w
ith equivalent p

rocessors, allow
s to m

easure the add
itional

overhead that cou
ld

 arise w
hen ru

nning, in the offline case, in an uncontrolled farm
 envi-

ronm
ent. T

he latency in the E
F that m

ay resu
lt w

hen the request is issued
 for a new

 event
can be m

easured w
ith a d

um
m

y PT. This com
p

lete d
ecoupling w

ill not be tru
e any m

ore
w

hen the database access at run tim
e w

ill be enabled
. T

his is not includ
ed

 in the current
test.

3.
T

he histogram
m

ing package is exercised
. H

istogram
s are prod

u
ced

 by the various
p

rocessing tasks and
 are collected

 by E
F Su

pervision.

4.
T

he E
fresult w

ill be app
end

ed to the original E
vent. T

hese events are analysed
 and their

content com
pared to the result of processing the sam

e events offline.

14.2.1.4
Th

e H
LT vertical slice

T
he LV

L2 trigger and the E
vent Filter w

ere integrated
 in a single testbed as show

n in Figure
14-

2. T
he LV

L
2 slice (described in Section

14.2.1.2) and the E
F slice (described

 in Section
14.2.1.3)

w
ere connected to form

 an ‘H
LT

 vertical slice’ u
sing the C

ER
N

 netw
ork infrastru

ctu
re. The

D
FM

 and
 the E

vent Bu
ild

ing w
ere located

 geographically close to the event fragm
ent sou

rces.
In ord

er to pass the LV
L

2 resu
lt to the E

F, one of the R
O

Ses w
as configu

red
 as a pR

O
S (de-

scribed
 in C

hapter
8 ??). T

he entire system
 w

as configured and
 controlled by the O

nline soft-
w

are u
sing the C

E
R

N
 netw

ork.

D
u

ring the tests, the R
O

Ses w
ere p

re-load
ed w

ith LV
L

1-preselected
 events. N

E
ED

 T
O

 A
D

D
 R

E-
SU

LT
S H

E
R

E
.
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14.2.2
Th

e 10%
 p

ro
totype

14.2.2.1
D

escriptio
n o

f th
e 10%

 testb
ed

In C
hapter

8, "D
ata-flow

", the p
erform

ance of the ind
ivid

ual com
ponents in the A

T
L

A
S D

ata-
Flow

 system
 has been presented

. T
hese com

ponents, w
hen operated together, carry ou

t the
functions of R

oI collection and
 Event Bu

ild
ing. T

he p
erform

ance for these tw
o fu

nctions u
sing

ind
ependent su

bsystem
s has also been presented

 in that chapter. T
he final A

TL
A

S D
ata C

ollec-
tion system

 requ
ires sim

ultaneous operation of R
oI collection and

 event bu
ild

ing. This section
d

escribes results obtained
 from

 a testbed
 w

ith a size of app
roxim

ately 10%
 of the final system

,
w

ith full d
ata collection fu

nctionality. A
lthou

gh the testbed
 necessarily is a scaled

 d
ow

n version
of the final system

, ind
ivid

ual com
ponents have been operated

 at rates sim
ilar to those expect-

ed
 in the final system

. The prim
ary aim

s of the 10%
 testbed are to dem

onstrate fu
ll fu

nctionality
of the d

ata collection in both the LV
L

2 and
 the E

B
 subsystem

s sim
u

ltaneously and
 to check for

possible interference betw
een the su

bsystem
s. The latter is esp

ecially im
portant w

ith respect to
the choice to be m

ad
e betw

een a sw
itch or bu

s based
 R

O
S. T

he testbed
 results have also been

used
 to calibrate and validate com

p
uter m

od
els of com

ponents and
 system

s. The approach tak-
en is to assu

re that the m
easured

 perform
ance of 10%

 system
s can be successfully reprod

u
ced

prior to d
raw

ing conclusions from
 m

od
elling full size system

s. Finally, the testbed
 results have

been u
sed

 to stu
dy p

ossible w
ays to achieve a staged

 ap
proach to a full size system

 by the p
ro-

gressive installation of com
ponents. 

T
he first testbed stud

ies have been d
one w

ith a single D
ata C

ollection ap
plication and associat-

ed
 test environm

ent. N
ext, sm

all setu
ps w

ith one instance of each D
ata C

ollection com
p

onent,
aim

ed
 at dem

onstrating fu
nctionality, w

ere u
sed

. Stud
ies w

ith m
ore com

plex setups of either
E

B or LV
L

2 subsystem
s follow

ed. T
he largest testbed

 inherits from
 the previous ones and rep

re-
sents abou

t 10%
 of the final system

. It’s organization, as presented
 in Figure

14-4, reflects the ar-
chitecture of the final system

.

F
ig

u
re

14-4  O
rganization of the 10%

 testbed
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T
he central part of the 10%

 testbed
 consists of tw

o central sw
itches. T

he central sw
itch T

6 #1 has
been assigned

 to the LV
L2 subsystem

 w
hereas the central sw

itch T
6 #2 plays the central role in

the E
B

 subsystem
. B

oth central sw
itches are 32 port all-G

igabit E
thernet sw

itches (fibre/
U

TP
p

orts). For the final system
 the possibility of installing m

ore central sw
itches is foreseen. For ex-

am
ple the nu

m
ber of central sw

itches can be four w
hen R

O
B

 concentrating sw
itches w

ith fou
r

u
plinks are used

. T
he consequences of u

sing m
ore than one central sw

itch p
er subsystem

 have
been stu

d
ied

 in the testbed
 and

 the perform
ance has been m

easured
. T

his could be achieved
 in

a straightforw
ard

 w
ay as the functionality of the processing nodes is d

efined
 by the typ

e of ap-
p

lication execu
ted

: changing it from
 SFI to L

2PU
, or vice-versa is possible by reload

ing ap
pro-

p
riate softw

are into a PC
.

In the LV
L

2 subsystem
 (T

6 #1) som
e of the p

rocessing nod
es are attached

 d
irectly to the central

sw
itch (nod

es 131 - 138) and
 som

e via the LV
L

2 group
ing sw

itches (F-1 and
 F-2 in Figu

re
14-4).

For the final system
 it is planned to connect LV

L
2 processing nod

es via the LV
L

2 grouping
sw

itches, but for the testbed not enou
gh LV

L
2 grouping sw

itches (like F-1 or F-2) w
ere availa-

ble. Therefore PC
s ru

nning the L
2P

U
 ap

plication w
ere connected

 d
irectly to free ports in the

central sw
itch in order to prod

uce m
ore traffic in the LV

L
2 su

bsystem
.

In the E
B

 su
bsystem

 PC
s 111-113, 117 and

 140-143 act as SFIs d
irectly connected

 to the E
B

 central
sw

itch. T
he current paper m

od
el predictions assu

m
e 80 SFIs for the final system

, the num
ber of

SFIs installed
 in the testbed am

ounts to 10%
 of the final system

.

T
hree options have been explored

 w
ith respect to how

 the d
etector data stored

 in the R
O

B
s are

accessed
. T

he FP
G

A
 R

O
B

 em
ulators (FP

G
A

 #1 - FP
G

A
 #4) allow

 to stu
dy the op

tion of u
sing

R
O

B
s w

ith ind
ivid

ual netw
ork access via Fast E

thernet connections. T
his option is described

 in
m

ore d
etail in the [A

T
L

A
S TD

A
Q

 Sw
itch-based

 architecture note reference]. T
he R

O
Bs are con-

nected
 to concentrating sw

itches (4 * T5C
). Each concentrating sw

itch has tw
o u

plinks, connect-
ed

 to the central sw
itches. The second

 option stud
ied consists of read

out of the d
ata via bu

s-
based

 R
O

S PC
s. In the testbed

 PC
s act as bus-based

 R
O

S em
ulators (114-116).(perhaps som

eone
could provide m

ore details, or at least a reference to the bus-based R
O

S..?). In the third
 op

tion tw
o or

m
ore R

O
BIns share a single netw

ork connection, as in the prototype R
O

BIn. For this op
tion

R
O

B
/R

O
S em

ulators are used based
 on program

m
ed

 Ethernet G
igabit N

IC
s (A

LT
1-8 and

A
LT

??). D
epend

ing on the softw
are load

ed
, the R

O
B

/R
O

S em
u

lator can reply w
ith either ind

i-
vidu

al R
O

BIn d
ata, or produ

ce reply m
essages w

ith d
ata from

 a num
ber of R

O
B

Ins. T
he hard-

w
are em

ulators (FP
G

A
 and A

lteon N
IC

s) allow
 to ou

tpu
t the data from

 a num
ber of R

O
B

Ins.
T

herefore w
ith only a lim

ited
 num

ber of em
u

lators (128 FPG
A

 channels and tens of A
lteons) the

d
ata from

 m
ore than 1600 R

O
B

Ins can be provided
.

T
he architectu

re w
ith the tw

o central sw
itches and

 the R
O

B
 concentrating sw

itches creates
E

thernet loop
s. The Spanning Tree algorithm

 is used to sw
itch off the red

u
nd

ant links and
V

L
A

N
s are used

 to avoid
 changing the configu

ration of the testbed
. A

s at the tim
e of w

riting
the D

ata C
ollection applications d

id
 not su

pport V
L

A
N

s on a single netw
ork interface, the D

FM
and the LV

L
2 Sup

ervisor (the tw
o applications w

hich com
m

unicate across V
L

A
N

s) w
ere con-

nected
 w

ith tw
o netw

ork interface card
s to the E

B
 and

 LV
L

2 central sw
itches respectively.

14.2.2.2
D

escrip
tio

n
 o

f m
easurem

ents

T
he organization of the m

easu
rem

ents w
ith the 10%

 testbed
 aim

ed
 at having the com

ponents
ru

nning at the nom
inal rates, as required

 for the final system
. T

he basic quantities m
easured

 are
the rate and

 the latency (tim
e need

ed
 for produ

cing a LV
L

2 d
ecision or com

p
letion of event

bu
ild

ing).
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Possible p
acket loss in the full size system

 is a source of concern. T
herefore the effectiveness of

the traffic shap
ing schem

es used by the LV
L

2 and
 E

B su
bsystem

s (the SFI u
ses cred

its to lim
it

the nu
m

ber of requests into the netw
ork, w

hile the L
2PU

 lim
its the nu

m
ber of w

orker thread
s

w
orking in parallel) to avoid

 p
acket loss have been stu

d
ied

. 

T
he am

ount of netw
ork resources (p

orts and
 sw

itches) necessary for operation of the full size
system

 is p
resented

 in [A
T

L
A

S T
D

A
Q

 Sw
itch-based

 architecture note reference]. In this docu-
m

ent 60%
 E

thernet link utilization is assu
m

ed
. In the testbed, the lim

ited
 num

ber of netw
ork re-

sou
rces (sw

itches) lim
its the rates and

 throu
ghp

uts. In the tests processing app
lications running

at their nom
inal rates have been ad

ded
 u

ntil the netw
ork becam

e a bottleneck. T
hen the traffic

generated
 on the links w

as red
u

ced
 to 60%

 of their nom
inal rate and

 it w
as verified

 that this
safety m

argin gu
arantees the absence of packet loss.

Sim
u

ltaneous operation of the EB
 and LV

L2 subsystem
s as w

ell as of m
ultiple instances of the

E
B subsystem

 and
 of m

ultiple instances of the LV
L

2 su
bsystem

 have been stu
died

. 

For each configuration separate m
easurem

ents w
ere d

one w
ith either the FP

G
A

 R
O

B
 em

ula-
tors, the A

lteon R
O

B
 em

ulators, or the PC
 R

O
S em

ulators d
elivering data to the tested

 subsys-
tem

(s). A
lso m

easurem
ents w

ere d
one w

ith all available R
O

B
 em

ulators delivering d
ata. For the

configu
ration w

ithout the LV
L

2 subsystem
 all processing nod

es w
ere load

ed
 w

ith the SFI app
li-

cation and the D
FM

 w
as set into au

torun m
ode (this avoid

s the need
 to com

m
unicate w

ith the
LV

L
2 Supervisor to get lists of accepted

 events). For the configuration w
ithout the E

B
 subsys-

tem
 all p

rocessing nod
es w

ere load
ed w

ith the L
2PU

 app
lication and

 the Supervisor w
as set in

autoru
n m

od
e (the Supervisor generates LV

L
1 accepted

 events w
ithout com

m
u

nication w
ith

the LV
L

1 subsystem
). A

lso for sim
ultaneou

s operation of the LV
L2 and

 E
B

 subsystem
s the Su-

pervisor w
as set in the autoru

n m
ode and com

m
unicated

 to the D
FM

 lists of accepted
 events for

w
hich the E

vent B
uild

ing is necessary. T
he interference of the tw

o subsystem
s w

hen accessing
the R

O
B

 buffers w
as investigated m

easuring the effect of changing the nu
m

ber of accep
ted

events sent in the list from
 the Sup

ervisor to the D
FM

 on the m
axim

um
 event rate.

14.2.2.3
R

esu
lts

D
istributions for the event building latency and

 m
axim

um
 event bu

ild
ing rate m

easured as a
function of the nu

m
ber of cred

its in the SFIs are presented
 in Figures ..... . . T

hese m
easurem

ents
w

ere d
one w

ith the testbed
 configured

 for event bu
ild

in
g only (i.e. w

ithout LV
L

2 traffic) u
sing

both central sw
itches and

 w
ith each of the three d

ifferent typ
es of em

u
lators sep

arately and
w

ith all typ
es sim

u
ltaneously active. D

iscussion of results to be added.Forw
ard reference to discus-

sion in Section
14.5.1 on com

parison w
ith m

odel predictions.

P
LA

C
E

-H
O

LD
E

R
 FO

R
 R

E
SU

LT
S FR

O
M

 E
B

-O
N

LY
 T

E
ST

B
E

D
 C

O
N

FIG
U

R
A

T
IO

N

D
istributions for the R

oI building latency and
 m

axim
um

 R
oI handling rate m

easured
 as a func-

tion of the num
ber of threads in the L2P

U
s are p

resented
 in Figu

res ..... T
hese m

easurem
ents

w
ere d

one w
ith the testbed

 configured for LV
L2 triggerin

g only (i.e. w
ithout E

B traffic) u
sing

both 
central 

sw
itches. 

D
iscussion 

of 
results 

to 
be 

added.
Forw

ard 
reference 

to 
discussion 

in
Section

14.5.1 on com
parison w

ith m
odel predictions.

P
LA

C
E

-H
O

LD
E

R
 FO

R
 R

E
SU

LT
S FR

O
M

 LV
L2-O

N
LY

 T
E

ST
B

E
D

 C
O

N
FIG

U
R

A
T

IO
N

D
istributions for the R

oI building latency and
 m

axim
u

m
 R

oI hand
ling rate, event building la-

tency and
 m

axim
um

 event bu
ild

ing rate are p
resented

 in Figu
res ..... T

hese m
easu

rem
ents w

ere
d

one w
ith the testbed

 configu
red

 for both LV
L

2 triggering only and event build
ing. D

iscussion
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of results to be added.Forw
ard reference to discussion in Section

14.5.1 on com
parison w

ith m
odel pre-

dictions.

P
LA

C
E

-H
O

LD
E

R
 FO

R
 R

E
SU

LT
S FR

O
M

 LV
L2+

E
B

 T
E

ST
B

E
D

 C
O

N
FIG

U
R

A
T

IO
N

14.3
F

un
ctio

nal tests an
d test b

eam

D
u

ring prototyping phases, often the p
erform

ance of a system
 is p

ut in foreground w
ith respect

to its stability and
 m

aintainability. Fu
nctional u

ser requirem
ents have in this p

hase of d
evelop-

m
ent a low

er priority than the achievem
ent of the perform

ance requ
irem

ents. T
his is to som

e
extend

 true also for the T
D

A
Q

 system
, w

hich has focused
 its efforts in the area of trigger rates,

speed
 of d

ata acquisition, etc. N
evertheless w

e have decided
 to also stress the global functional-

ity of the T
D

A
Q

 system
, by carrying out a series of functional tests and

 exp
osing the system

 to
non expert u

sers at the A
T

L
A

S test beam
 sites. 

T
hree d

ifferent aspects of the fu
nctionality have been covered

:

•
a)D

ynam
ic system

 configuration

•
b)Stability in cycling through T

D
A

Q
 finite states

•
c)O

perational m
onitoring and

 system
 recovery in case of errors

A
ll these asp

ects have first been tested
 in d

ed
icated

 laboratory setup
s and

 then verified
 in a ‘re-

al’ environm
ent, d

uring test beam
 d

ata taking.

•
a)A

 TD
A

Q
 system

 has to be easily reconfigurable in order to accom
m

od
ate the substitu-

tion of hardw
are, the change of trigger cond

itions, etc. T
his m

eans that on one sid
e all the

tools to keep the configu
ration p

aram
eters in a d

atabase have to be d
eveloped

 and
 on the

other sid
e that the R

u
n C

ontrol, D
ataFlow

 and
 Trigger softw

are has to be d
esigned to be

d
ynam

ically reconfigurable.

To verify the flexibility of our system
 the follow

ing tests have been carried
 out:

•
-substitution of a data taking m

achine

•
-    exclu

sion and
 reinsertion of a R

u
n C

ontrol branch

•
-change of com

m
unication protocol betw

een the R
O

S and the L
2/E

F (= change of D
ata

C
ollection p

rotocol)

•
-change of run p

aram
eters.

M
ore detailed test description and m

easurem
ent results to be included here.

•
b)W

hen perform
ing a series of m

easu
rem

ents w
ith d

ifferent configuration options, the
T

D
A

Q
 system

 m
ust be cap

able of cycling through its finite states stably. T
his functional

requ
irem

ent has been checked via au
tom

ated scripts cycling repeated
ly throu

gh the finite
state m

achine.

M
ore detailed test description and m

easurem
ent results to be included here.

•
c)In a d

istributed
 system

 such as the T
D

A
Q

 it is im
portant to constantly m

onitor the op-
eration of the system

. Furtherm
ore, the fault tolerance is a fundam

ental asp
ect of its func-

tionality. In this area several im
provem

ents are still to be achieved
, bu

t w
e d

ecided
 to

carry ou
t a series of tests in order to assess the present perform

ance of the system
 in case
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of errors. In particular w
e tried

 to test the fau
lt tolerance of the system

 in the presence of a
fatal error w

hich prevents on or m
ore data taking com

pu
ters to continue their w

orking.

•
V

erification that all applications provid
e regu

lar inform
ation on their status

•
-Failu

re of a SFO

•
-Failu

re of a E
F subfarm

 (d
istributor or collector)

•
-Failu

re of a E
F p

rocessing task

•
-Failu

re of a SFI

•
-Failu

re of a L
2PU

•
-Failu

re of a D
FM

•
-Failu

re of a L
2SV

•
-Failu

re of the R
oI bu

ild
er 

•
-Failu

re of a R
O

S

•
-Failu

re of a R
O

B
IN

•
-Failu

re of a R
O

L

•
-failure of online sw

 servers (is, m
rs, ipc, …

.)

M
ore detailed test description and m

easurem
ent results to be included here.

T
he results of the various tests w

ill determ
ine the sum

m
ary and conclusions of this section. It is prem

a-
ture to indicate them

 now
.

14.4
P

aper m
od

el

E
stim

ates of average m
essage frequencies, d

ata volum
es and

 the am
ount of p

rocessing pow
er

required have been m
ad

e w
ith the help of the “paper m

od
el”. D

ue to the R
oI d

riven natu
re of

the LV
L

2 trigger and
 the d

ifferent p
rocessing sequences and associated

 data requ
est patterns, a

“back-of-the envelope” calcu
lation on the basis of the LV

L
1 and

 LV
L

2 accept rates and
 average

event fragm
ent sizes is not feasible. T

he quantities of interest have in the p
ast been calculated

w
ith the help of a spreadsheet. D

ue to problem
s w

ith easy m
od

ification of e.g. trigger m
enus

and
 processing sequences, w

ith the extraction of the resu
lts and

 w
ith checking the correctness

of the com
p

uting proced
ures im

p
lem

ented, the spread
sheet has been rep

laced by a program
w

ritten in C
++

. The problem
s m

entioned
 are solved

, as all p
aram

eters are specified in separate
inp

ut files, as results ou
tpu

t by the program
, an array of tables in A

SC
II form

at, are chosen by
param

eters in an inp
ut file, and as the program

 source gives a clear overview
 of the com

pu
ting

proced
ures follow

ed
.

T
he m

ost im
portant results of the paper m

odel have been p
resented

 in C
hapter 2. In A

ppendix
A

 a d
escrip

tion of the m
odel and

 d
etailed

 results can be found. 

W
ith the help of the paper m

odel a d
irect com

p
arison m

ay be m
ade betw

een sequential and
non-sequ

ential p
rocessing in term

s of the quantity of data to be transp
orted

 and of the process-
ing resources needed

 to execute the respective trigger algorithm
s (non-sequential processing re-

fers to the scenario in w
hich all d

ata that possibly could
 be needed

 is requ
ested

 and p
rocessed

).
In particular the tim

e consu
m

ing analysis of the inner tracker d
ata (see A

pp
end

ix A
) is less fre-
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quently required
 for sequ

ential processing. T
his resu

lts in sequ
ential p

rocessing being an ord
er

of m
agnitu

d
e faster than non-sequential for the current processing tim

e estim
ates, see Table

14-
1. T

he table also show
s the increases in R

oI request rates and
 am

ou
nt of d

ata transport if non-se-
quential p

rocessing is assum
ed. A

nother benefit of sequential processing is a shorter average
d

ecision tim
e than that resulting from

 non-sequential processing.

14.5
C

o
m

p
uter m

od
el

B
ecau

se a fu
ll scale testbed is not feasible only sim

u
lation w

ith a “com
puter m

od
el” can provid

e
inform

ation on the d
ynam

ic behaviour of the fu
ll system

. C
om

p
uter m

odels have been d
evel-

oped
 to get answ

ers to very basic and
 fu

nd
am

ental questions like throughpu
t and

 latency d
is-

tribution of the LV
L

2 and
 E

B
 su

bsystem
s w

hen operating together, qu
eue d

evelopm
ent in

various places in the system
 (sw

itches and
 end

-nodes) and
 to stud

y the im
pact of various traffic

shaping and
 load balancing schem

es. A
lso the interaction betw

een m
u

ltip
le instances of the

LV
L2 subsystem

s and
 betw

een m
ultiple instances of the E

B subsystem
s has been stu

died
.

C
om

puter m
od

els of sm
all test set-u

ps have been d
evelop

ed
 and

 have been used for character-
izing the behaviour of system

 com
ponents. A

lso m
od

els of testbeds and of the full system
 have

been d
eveloped

. T
he type of sim

ulation u
sed

 for the com
p

uter m
od

els is know
n as “d

iscrete
event sim

ulation”. B
asically the sim

ulation program
 m

aintains a tim
e-ord

ered
 list of “events”,

i.e. p
oints in tim

e at w
hich the sim

ulated
 system

 changes state in a w
ay im

p
lied

 by the type of
“event” occurring. O

nly at the tim
e of occurrence of an event the m

od
elled

 system
 is allow

ed
 to

change its state, in m
ost cases only a sm

all part of the state of the sim
u

lated
 system

 need
s to be

u
pd

ated. T
he state change can resu

lt in the generation of new
 events for a later tim

e, w
hich are

entered
 at the correct position in the list. The sim

u
lation program

 executes a loop
 in w

hich the
earliest event is fetched from

 the event list and
 su

bsequently hand
led

. 

T
he m

od
el of the trigger/

D
A

Q
 system

 im
plem

ented
 in the sim

u
lation program

s is an object-
oriented

 m
od

el, in w
hich m

ost objects represent hardw
are (e.g. sw

itches, com
puter links,

p
rocessing nod

es), softw
are (e.g. the operating system

, D
ata C

ollection ap
plications) or d

ata
item

s. T
he m

od
els of the hardw

are and
 softw

are item
s w

ere kept as sim
ple as possible, but su

f-
ficiently detailed

 to rep
rod

uce the aspects of their behaviour relevant for the issues stu
d

ied
. Pa-

ram
eterized

 m
od

els of all D
ata C

ollection applications [reference to the D
C

 note] and
 Ethernet

sw
itches [reference to D

C
 note on param

eterization of sw
itches] have been developed. T

he calibra-
tion of the m

od
els of the D

ata C
ollection app

lication
s w

as determ
ined by analysing tim

e
stam

ps. T
hese w

ere obtained
 w

ith the help of cod
e ad

d
ed to the D

ata C
ollection softw

are (for
this pu

rpose a library based on access to the C
PU

 registers w
as d

evelop
ed). The tim

e stam
ps

p
rovid

ed
 estim

ates on the tim
e spent in various parts of the ap

plications. T
he calibration ob-

tained in this w
ay w

as cross-checked
 w

ith m
easurem

ents perform
ed

 in specialized
 setu

ps w
ith

the ap
plication tested running at m

axim
um

 rate. P
aram

eterized
 m

od
els of the sw

itches w
ere

Tab
le

14-1  T
he relative increase in request rates, LV

l2 data volum
e and size of the LV

L2 farm
 if non-sequential

instead of sequential processing is used.

L
o

w
 lu

m
in

o
sity

D
esig

n
 Lu

m
in

o
sity

LV
L

2 total request rate (all R
O

B
Ins)

1.7
1.9

LV
L

2 total d
ata volu

m
e

1.4
2.0

N
u

m
ber of LV

L
2 P

C
s

6.2
13.5
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obtained
 w

ith the help
 of d

ed
icated

 setups. In these setups u
se w

as m
ade of hardw

are traffic
generators. T

he aim
 w

as to find
 any possible lim

itations in the sw
itches w

hich m
ay affect the

perform
ance required

 for the fu
ll A

T
L

A
S trigger/

D
A

Q
 system

. T
he process of identification of

appropriate m
od

els and
 a corresp

ond
ing set of param

eters and
 of collection of the p

aram
eter

valu
es w

ith the help
 of d

ed
icated

 setups w
as iterative and

 interleaved
 w

ith valid
ation phases.

In the validation p
hases larger setup

s w
ere m

od
elled

. D
iscrepancies betw

een results from
 m

od
-

elling and
 m

easu
rem

ents usu
ally led to a m

od
ification in the m

od
el(s) and

 associated
 param

e-
ters and

 another calibration p
hase.

Tw
o sim

u
lation program

s have been u
sed

, the at2sim
 program

 and
 the Sim

d
aq program

. T
he

at2sim
 p

rogram
 m

akes u
se of the general p

urpose sim
u

lation environm
ent of the Ptolem

y sys-
tem

. Ptolem
y offers sup

port for d
iscrete event sim

ulation and allow
s the im

plem
entation of ob-

ject-oriented
 m

od
els. The Sim

d
aq program

 is a d
ed

icated
 C

++
 program

, w
ith the d

iscrete event
sim

ulation m
echanism

 a part of the p
rogram

. T
he com

ponent m
odels used

 in the at2sim
 p

ro-
gram

 are based
 on testbed

 com
ponents and

 calibrated as d
escribed

 above. T
he com

p
onent

m
odels in the Sim

d
aq program

 are less specific. 

14.5.1
R

esults of testbed m
odels

T
he testbed

 configurations for w
hich resu

lts have been presented in Section
14.2.2 have been

m
odelled. In Figu

res ... m
od

el p
red

ictions and m
easu

rem
ent results are com

p
ared

. ..... agree-
m

ent is observed
. D

iscussion to be added.

P
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C
E
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R
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O
D

E
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E
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LT
S O

F T
E

ST
B

E
D

S

14.5.2
R

esults of extrapolation of testbed m
odel and identification of prob

lem
 

areas

T
he availability of netw

ork connections and
 sw

itches w
ith sufficient bandw

id
th and

 of a suffi-
cient am

ount of com
p

uting resou
rces in the D

A
Q

 and
 H

LT
 system

s is not su
fficient to gu

aran-
tee that the perform

ance requirem
ents are m

et. A
lso necessary are:

1.
an even d

istribution of the com
p

uting load
 over the available com

pu
ting resou

rces, 

2.
m

inim
al congestion and

 large enou
gh d

ata bu
ffers in sw

itches, 

3.
sufficient sp

are processor capacity and netw
ork band

w
id

th to cope w
ith fluctuations. 

T
he com

pu
ter m

odels of the fu
ll system

 can be used
 to id

entify p
ossible problem

 areas. 

T
he full system

 m
od

el im
plem

ented
 in at2sim

 is the A
T

L
A

S netw
ork-based

 architecture w
ith

1564 R
O

B
Ins w

ith ind
ivid

ual netw
ork connections (R

O
B

Ins of w
hich the d

ata is not used in the
LV

L
2 trigger have not been taken into accou

nt). The LV
L2 su

bsystem
 is com

posed
 of 180 L

2PU
s

connected
 to tw

o G
igabit E

thernet LV
L

2 central sw
itches in tw

o grou
ps of 90. T

he L
2PU

s are
connected

 to the central sw
itches via G

igabit E
thernet L

2PU
 group

ing sw
itches w

ith 7 L
2PU

s
attached

 to the sam
e sw

itch. T
he E

B
 su

bsystem
 is com

posed
 of 80 SFIs connected

 in tw
o grou

ps
of 40 to tw

o G
igabit E

thernet EB
 central sw

itches. T
he SFIs are connected

 directly to the E
B cen-

tral sw
itches. T

he L
2Super, D

FM
, pR

O
S are connected via a ded

icated
 sm

all G
igabit E

thernet
sw

itch to the 4 central sw
itches. T

he R
O

B
Ins are connected

 via concentrating sw
itches w

ith 4
links to the central sw

itches. T
he R

O
B

Ins w
ere group

ed
 as in the full size A

T
L

A
S: grou

ps of
R

O
BIns from

 a su
bd

etector connected to a nu
m

ber of concentrating sw
itches. T

he num
ber of
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concentrating sw
itches per subd

etector dep
end

s on the average fragm
ent size prod

u
ced

 by
R

O
B

s from
 a given subdetector (calculations are presented

 in the netw
ork-based

 architecture
note). In total there w

ere 46 concentrating sw
itches. R

esults w
ere obtained for the follow

ing
configurations:

1.
“ind

ivid
ual R

O
B

In FE
”: each R

O
BIn has a single Fast E

thernet connection to a concentrat-
ing sw

itch, this reflects the configuration in the 10%
 testbed

 w
ith the BA

T
M

 T
5C

om
pact

sw
itch 

2.
“ind

ivid
ual R

O
B

In G
E”: each R

O
B

In has a single G
igabit E

thernet connection to a con-
centrating sw

itch,

3.
“2 R

O
B

Ins aggregate”, “4 R
O

B
Ins aggregate”, “6 R

O
B

Ins aggregate”: tw
o, four or six

R
O

B
Ins are assu

m
ed

 to share a single netw
ork connection, a single request prod

u
ces a re-

sponse w
ith a size tw

o, fou
r or six tim

es larger than the resp
onse of a single R

O
B

In, the
num

ber of R
O

B
Ins connected to a concentrating sw

itch is a factor of tw
o, fou

r or six
sm

aller than for ind
ivid

ually connected
 R

O
BIns

T
he traffic generated in the m

odel resem
bles the traffic in the final system

: the LV
L

2 subsystem
w

as running at event rate of 75 kH
z and

 the EB
 su

bsystem
 at a rate of 3 kH

z. T
he L2P

U
s w

ere
m

aking only one step
: for each event d

ata from
 10 rand

om
ly chosen E

C
A

L
 R

O
B

s w
as requested

and a d
ecision w

as prod
uced

 and
 sent to the Su

pervisor. T
he acceptance factor chosen resulted

in 3 kH
z event building rate). T

he L2P
U

s w
ere not calibrated - they w

ere u
sed

 only to provid
e

the LV
L2 traffic and

 get the EB
 latency in the m

ore realistic environm
ent. T

he SFIs w
ere requ

est-
ing data from

 random
ly add

ressed R
O

B
s.

In the full system
 m

od
el im

p
lem

ented in Sim
daq the sam

e LV
L

1 trigger m
enus as used

 for the
p

ap
er m

od
el are used

 to generate an appropriate nu
m

ber and
 type of R

oIs for each event. In
both m

od
els the eta and

 phi coordinates of the R
oIs are chosen at rand

om
 from

 the possible eta,
p

hi coord
inates (as d

efined by the LV
L

1 trigger). R
O

B
Ins are grou

ped
 together in group

s of 12
in R

O
S u

nits, each w
ith tw

o G
igabit Ethernet connections, one to a central LV

L2 sw
itch and

 one
to a central E

B sw
itch. R

O
B

Ins of w
hich the d

ata is not u
sed

 in the LV
L

2 trigger have not been
taken into account. T

he m
apping of the d

etector on the R
O

B
Ins is the sam

e as for the pap
er

m
od

el. A
lso the sam

e processing tim
es and

 LV
L

2 p
rocessing sequences are u

sed
. A

verage m
es-

sage rates and
 volum

es and
 total C

PU
 pow

er utilized
 obtained

 from
 the paper and the com

pu-
ter m

odel of the fu
ll system

 therefore should
 be equal w

ithin the statistical errors. The
com

p
onent m

od
els (processors, sw

itches) how
ever have not been calibrated

 as w
as d

one for
at2sim

. The m
ain use of Sim

d
aq therefore is for stud

ying general trend
s in the behaviour of the

full system
 w

ith respect to bu
ild

ing up
 of queu

es and
 of effects of possible choices for processor

allocation strategies. 

14.5.2.1
Lo

ad
 balancin

g

A
n even d

istribu
tion of the com

puting load
 can be achieved

 by m
eans of a su

itable strategy for
assigning events to the L

2PU
s or SFIs. For exam

p
le a sim

p
le and

 effective strategy consists of
the LV

L2 sup
ervisor or D

FM
 m

aintaining a record
 of how

 m
any events are being hand

led
 by

each L
2P

U
 or SFI. A

s the su
pervisor and

 D
FM

 are notified
 w

hen processing is finished
 this

shou
ld

 be straightforw
ard

 to im
plem

ent. A
 new

 event can then be assigned to the L
2PU

 or SFI
w

ith the sm
allest nu

m
ber of events to process. Sim

u
lations of the LV

L
2 system

 have show
n this

to be a very effective strategy, w
ith w

hich high average load
s of the L2P

U
s are possible (reference

to T
P

R
 or new

 results, if available).
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P
LA

C
E

-H
O
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R
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R
 C

O
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P
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T
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R
 M

O
D

E
L R

E
SU

LT
S O

N
 LO

A
D

-B
A

LA
N

C
IN

G

e.g. results for round-robin com
pared to results for least-num

ber-of-events-assigned

14.5.2.2
C

on
gestion

 in sw
itch

es an
d b

uffer sizes

T
he effect of the cred

it based
 event build

ing traffic shaping on the event building latency and
queue build-up

 has been investigated
 w

ith the configuration m
odelled in at2sim

. T
he latency

plot in Figu
re

14-5 show
s that increasing the num

ber of cred
its per SFI above 10 does not im

-
prove the latency for event building except for the “ind

ivid
ual R

O
BIn FE” configuration. T

he la-
tency for this configu

ration w
ill for m

ore than 10 cred
its still d

epend
 on the Fast E

thernet link
transfer tim

e, as it is u
nlikely that all 10 requested R

O
B

Ins w
ill reply at the sam

e tim
e and

 the
rep

lies w
ill form

 a queu
e in the concentrating sw

itch for the up
link to the central sw

itch. T
he

shorter latency for setups w
ith R

O
BIn aggregates w

ith respect to ind
ivid

ually accessed
 R

O
B

Ins
is explained by the sm

aller num
ber of requ

ests to be generated per event. The C
PU

 tim
e for re-

ceiving replies scales w
ith the nu

m
ber of fram

es received
. T

he latter scales approxim
ately w

ith
the num

ber of R
O

B
Ins. T

he C
PU

 tim
e spent on generating requ

ests scales w
ith the nu

m
ber of

R
O

BIn aggregates. R
elative to the tim

e requ
ired

 for receiving the replies the SFI can therefore
exhaust the cred

its assigned faster than for ind
ivid

ually connected
 R

O
B

Ins (the C
PU

 tim
e is

shared
 betw

een the p
rocess receiving replies and

 the process generating requests). T
his also

cau
ses longer queues in the central sw

itch, as can be seen in Figure
14-5.

F
ig

u
re

14-5  A
verage event building latency and m

axim
um

 queue length in the E
B

 central sw
itches for different

R
O

B
In configurations obtained w

ith the at2sim
 full system

 m
odel

M
ore quantitative inform

ation on link and processor utilization to be added. 

From
 Section

14.4 and from
 C

hapter 2 it can be conclud
ed

 that for the base-line architecture the
total available output band

w
id

th from
 the R

O
S (tw

o G
igabit E

thernet connections per R
O

S PC
)

is considerably higher than the requ
ired band

w
id

th (abou
t 28 G

byte/
s vs. 6 G

byte/s for d
esign

lum
inosity and

 a LV
L1 trigger rate of 75 kH

z). 

C
onclusion from

 previous result to be added.
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14.5.2.3
S

pare processor capacity an
d spare netw

o
rk b

an
d

w
idth

P
LA

C
E

-H
O

LD
E

R
 FO

R
 C

O
M

P
U

T
E

R
 M

O
D

E
L R

E
SU

LT
S O

N
 B

U
ILD

-U
P

 O
F Q

U
E

U
E

S A
N

D
 LA

-
T

E
N

C
Y

 A
S FU

N
C

T
IO

N
 O

F P
R

O
C

E
SSO

R
 U

T
ILIZ

A
T

IO
N

14.6
Techn

olo
gy tracking

14.6.1
S

tatu
s an

d P
rosp

ects

T
he A

T
L

A
S T

D
A

Q
 system

 is to a large extent com
prised of off the shelf com

m
odity equ

ip
m

ent;
p

ersonal com
puters (PC

s) and
 E

thernet links and
 sw

itches; the excep
tions being the R

oI build
er

and R
O

B
Ins w

here specialized
 equ

ipm
ent has had

 to be developed
. T

he technical evolution of
com

m
odity com

pu
ting, com

m
u

nications equipm
ent, as w

ell as p
ricing, is therefore a significant

elem
ent in the perform

ance, costing and
 life cycle of the TD

A
Q

 system
.

Im
pressive price and perform

ance im
provem

ents have occu
rred

 over the last tw
o d

ecad
es. In

this section w
e consid

er the p
rospects over the next d

ecad
e, a p

eriod
 w

hich covers the run up to
the com

m
issioning of A

T
L

A
S and

 the first few
 years of running.

14.6.1.1
Th

e perso
n

al com
pu

ter m
arket

M
oore's L

aw
, the d

oubling of the num
ber of transistors on a chip every cou

ple of years, has
been m

aintained
 over three decades, and

 still holds tru
e tod

ay. Intel exp
ects that it w

ill continue
at least throu

gh the end
 of this d

ecad
e. In p

ractice M
oore's law

 has resu
lted

 in a dou
bling of P

C
p

erform
ance abou

t every tw
o years, w

here p
erform

ance can be qu
antified

 in term
s of the clock

speed
 of Intel's high end

 m
icroprocessor chips. T

he com
pu

ter ind
ustry has offered

 increasing
p

erform
ance at a m

ore or less constant u
nit p

rice.

For the fu
ture it seem

s that technically, on the tim
e scale of A

TL
A

S, M
oore's law

 w
ill continue.

T
he only blip

 on the horizon being econom
ic: the turndow

n in the w
orld

 econom
y and an u

n-
w

illingness to invest the large sum
s of m

oney requ
ired

 to deliver new
 generations of m

icrop
roc-

essors.

T
he current perform

ance of PC
 based

 com
ponents and

 system
s in the A

T
L

A
S T

D
A

Q
 are based

on 2 G
H

z PC
s. In estim

ating the perform
ance of the system

 w
e have assu

m
ed

 the use of 4 G
H

z
P

C
s. T

his is a conservative estim
ate. In practice the processing p

ow
er need

ed
 for the LV

L
2 and

event filter farm
s w

ill be purchased
 in stages and w

ill therefore be able to profit from
 still higher

p
rocessor clock sp

eed
s. T

his w
ill be particu

larly tru
e for the event farm

s w
here the p

rocessing
tim

e w
ill be long com

pared
 to the I/

O
 tim

e. C
om

ponents in the system
 w

ith high I/O
 require-

m
ents w

ill also benefit from
 im

provem
ents in p

rocessor perform
ance bu

t w
ill be m

ore bound
ed

by link sp
eed. Figure

14-6 show
s the perform

ance of the D
FM

 as a fu
nction of p

rocessor clock
speed

.  

14.6.1.2
O

p
erating

 system
s

T
he Linux operating system

 has evolved
 rap

id
ly in the last years. M

any com
m

ercial com
panies

have invested heavily in im
proving the operating system

 (IBM
, H

P, Su
n). C

u
rrently the m

ain
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d
evelopm

ents are in the areas of u
ser interfaces and high-p

erform
ance com

p
uting. A

T
LA

S can
clearly benefit from

 the L
inux d

evelopm
ents in the high-p

erform
ance com

p
uting area. Such im

-
provem

ents inclu
d

e better supp
ort for m

ultiple processors, better m
ulti-threading and

 im
-

proved
 netw

orking sup
port. P

ractically all the new
 d

evelopm
ents tow

ard
 high-throughput

transm
ission protocols over long-haul links w

ere first im
plem

ented
 u

nd
er L

inux. Long-term
,

the op
tim

ization of the operating system
 w

ill continue, fu
elled

 by strong supp
ort from

 the aca-
d

em
ic and

 com
m

ercial w
orld

s. The w
id

e-spread usage in u
niversities m

eans that A
T

L
A

S w
ill

have access to qu
alified

  L
inux professionals throu

ghou
t the life of the experim

ent.

14.6.1.3
P

C
 B

uses

I think w
e have to put in som

ething about the future of P
C

I bus.

14.6.1.4
N

etw
orking

T
he A

T
L

A
S baseline system

 u
ses E

thernet netw
ork technology for R

oI collection and
 event

bu
ild

ing, as w
ell as data d

istribu
tion to the event farm

s. It is also u
sed in other netw

orks associ-
ated

 w
ith control and

 m
onitoring. E

thernet is, throu
ghou

t the w
orld, the d

om
inant local area

netw
ork (L

A
N

) technology. It has evolved from
 the original IE

EE
 stand

ard
, based

 on a 10 M
bps

shared
 m

edium
, to tod

ay's point to p
oint links running at speed

s of up to 10 G
bps [14-4].

T
he price of Ethernet technology has follow

ed
 a strong d

ow
nw

ard
 trend

 d
riven by high levels

of com
petition in a m

ass m
arket. Figure

14-7 show
s the price of 100 M

bp
s (FE

) and
 1 G

bps
E

thernet (G
E

) netw
ork interface card

s and sw
itch ports as a function of tim

e. M
ost PC

s are now
d

elivered
 w

ith a G
E

 controller integrated on the m
otherboard, m

aking the connection essential-
ly free. Fu

rther p
rice d

rops w
ill certainly occu

r for G
E

 sw
itch p

orts, in line w
ith w

hat has hap-

F
ig

u
re

14-6  T
he perform

ance of the D
F

M
 as a function of processor clock speed. 
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p
ened

 earlier w
ith FE

. T
his trend

 is coup
led

 to the increasing provision of a G
E

 connection in all
P

C
s.  

T
he proposed

 baseline system
 can be built using Ethernet sw

itches available tod
ay. Even the

m
ost d

em
anding com

ponents in the system
, the large central G

E
 sw

itches in the d
ata collection

system
, are com

fortably w
ithin tod

ay's norm
. T

he prognosis for using E
thernet is therefore ex-

cellent. It is a very w
id

ely sup
ported

 international stand
ard

, w
hich m

eets and even exceed
s ou

r
foreseeable need and w

ill certainly have a lifetim
e surp

assing that of A
T

L
A

S. 

C
onsid

eration is being given to the use of off site com
pu

ting capacity to process A
TL

A
S events

in real tim
e. Tests m

ade recently have show
n the technical feasibility of error free G

bps trans-
m

ission betw
een C

ER
N

 and
 N

B
I, C

op
enhagen over the G

EA
N

T
 pan E

urop
ean backbone net-

w
ork [14-5]. Figures

14-8 and
 14-9 show

 the setup
 used

 and
 som

e of the results obtained
.   

For the fu
ture, it appears technically feasible to export events at high rates from

 C
E

R
N

 to cen-
tres in m

em
ber states, for processing in real tim

e. It is w
ithin this context that 10 G

E
 m

ay have
an im

p
ortant role to play. H

ow
ever, the u

se of su
ch a schem

e w
ill ultim

ately d
epend

 on the eco-
nom

ics of long hau
l telecom

m
u

nications. This factor, as w
ell as technical considerations and

p
ractical testing, are part of our on going program

 of w
ork.

14.6.2
S

u
rvey of no

n-A
T

LA
S

 so
lution

s

        (a reality-check on A
TL

A
S app

roach?)

F
igu

re
14-7  T

he evolution of the cost for F
ast and G

igabit E
thernet sw

itch ports and netw
ork interface cards. 
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14.7
Im

plication
 of stagin

g scenario
s

  R
e-interp

retation of perform
ance num

bers for staging scenarios

F
ig

u
re

14-8  T
he netw

ork infrastructure betw
een C

E
R

N
 and N

B
I (C

openhagen) over w
hich G

bps tests have
been carried out. 

F
ig

u
re

14-9  P
acket latency m

easured betw
een C

E
R

N
 and N

B
I (C

openhagen) at a 1 G
bps transm

ission rate. 
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15
Q

uality assurance and
 develo

pm
en

t p
ro

cess

15.1
Q

u
ality assu

rance in T
D

A
Q

 

Q
uality assurance du

ring the p
rod

uction of hard
w

are and
 softw

are system
s is provid

ed by the
ad

option of a developm
ent fram

ew
ork for T

D
A

Q
 com

ponents. T
he d

evelopm
ent fram

ew
ork

consists of distinct d
evelopm

ent phases. A
t the end of each phase a set of d

eliverables is p
rovid-

ed
. For hard

w
are, the d

esign and
 specification of each elem

ent w
ill be su

bject to review
s w

hich
w

ill cover all asp
ects of the system

 design inclu
ding integration issues, logistics, quality, and

safety. These review
s w

ill also p
rovid

e an opportunity for Q
A

 aspects of the design to be thor-
ou

ghly exam
ined. For softw

are, the fram
ew

ork is com
p

lem
ented

 by gu
id

elines, checklists and
stand

ards, internal review
s, tem

plates, d
evelop

m
ent and

 testing tools, and
 coding standards.

T
hese are being ad

opted
 as com

m
on w

orking practices and
 help w

ith error rem
oval and

 error
p

revention in the system
.

T
he system

 is d
ivided

 into m
any, essentially ind

ep
end

ent, subsystem
s. P

roper functional d
efini-

tion of each subsystem
 and

 specifications for interconnections betw
een them

 are essential to
bu

ild
, com

m
ission, and m

aintain a quality system
. T

hese d
efinitions and

 sp
ecifications are de-

scribed
 in U

ser R
equ

irem
ents D

ocum
ents and

 Interface D
efinitions that also specify proced

ures
of control, testing, and

 m
aintenance as w

ell as outlining in d
etail the physics perform

ance goals
of the system

.

A
 T

D
A

Q
-w

ide bod
y, the C

onnect Forum
 [15-1] assists in coord

inating d
evelop

m
ent p

rocess ac-
tivities and

 quality assu
rance m

ethod
ologies across A

T
L

A
S T

D
A

Q
/

D
C

S. It also provid
es ad-

vice, especially via the recom
m

endations and inform
ation m

ad
e available through W

eb pages
w

hich reflect the dynam
ic nature of the activity. A

 com
m

on ap
proach to the developm

ent via
the use of rules, in-house stand

ard
s, and

 d
ocum

ent tem
p

lates help
s in bu

ild
ing a p

roject cu
l-

ture. Those ru
les as w

ell as the develop
m

ent p
hases them

selves are not enforced
 bu

t rather aim
to help d

evelop
ers. Em

phasis on the various phases w
ill vary and evolve w

ith the life of the
p

roject. D
uring event prod

u
ction for exam

ple, the em
phasis w

ill be put on m
aintenance and

regular autom
ated

 valid
ation testing.

15.2
H

ardw
are develop

m
ent and

 procu
rem

en
t

15.2.1
R

eview
s

A
s noted

 above, hard
w

are w
ill be su

bject to a review
 p

rocess: the Prelim
inary D

esign R
eview

(PD
R

), the Final D
esign R

eview
 (FD

R
), and

 the P
rod

uction R
eadiness R

eview
 (PR

R
) [15-2]. The

P
D

R
 w

ill be u
sed

 to exam
ine and

 assess the full requirem
ents and

 specifications for the su
bsys-

tem
 elem

ent, to identify any m
issing functionality, to ensure fu

ll com
p

atibility w
ith all connect-

ing subsystem
s, and

 to determ
ine overall feasibility. For cu

stom
 hard

w
are this is a very

im
portant part of the review

 proced
ure, as it w

ill d
eterm

ine the d
irection of subsequent engi-

neering effort.

For cu
stom

 hardw
are the FD

R
 w

ill be held
 before the design is sent for m

anufacture, and
 is in-

tend
ed to catch any d

esign or engineering errors before bu
dgetary com

m
itm

ent. T
his review
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w
ill necessarily be of a m

ore technical natu
re than the initial review

, bu
t there should

 be few
p

roblem
s to d

etect by this stage. It w
ill be m

erged
 w

ith the P
R

R
 w

hich aim
s to add

ress p
rodu

c-
tion organization, version control, and

 the organization of quality control.

For com
p

onents w
ith com

m
ercial hardw

are to be bou
ght in significant num

bers the FD
R

 w
ill be

held
 after a p

rototype of the com
ponent has been assem

bled and tested
. E

xam
ples of such com

-
ponents are H

LT
 sub-farm

 racks w
ith a m

ixture of com
m

ercial item
s, and

 R
O

S U
nits w

ith a
com

bination of com
m

ercial and custom
 hardw

are. T
he role of the FD

R
 is to check that the com

-
ponent fully m

eets the required
 specification.

Subsequent p
urchases of the com

ponent, w
hich are likely to be in several batches, w

ill then be
preced

ed
 by a tend

ering exercise. This w
ill start w

ith a m
arket survey to check current perform

-
ances and

 prices, then a prop
osal for the precise configu

ration for the p
urchase w

hich is re-
view

ed
 

by 
a 

PR
R

, 
follow

ed
 

by 
form

al 
tend

ering. 
T

his 
process 

should
 

ensure 
uniform

configu
rations of PC

s and
 local netw

ork sw
itches w

ithin each rou
nd

 of purchasing, even if con-
straints of the d

ifferent fund
ing agencies requ

ire them
 to be pu

rchased
 from

 d
ifferent sources.

N
ote, how

ever, that in the case of H
LT su

b-farm
s w

here batches are purchased
 at intervals of

typically one year, identical configu
rations w

ould
 not be expected betw

een batches.

15.2.2
Testing

T
he follow

ing tests and
 proced

ures on the T
D

A
Q

 hard
w

are com
ponents w

ill be perform
ed

 to
gu

arantee their perform
ance to the stand

ard
s required

:

•
E

valu
ate the probable frequ

ency of repair to m
eet the physics goal on each subsystem

.

•
E

valu
ate the effect of failu

re on system
 com

p
onents for various types of failure and

 d
e-

sign the system
 so that the m

ore probable failures w
ill cau

se least problem
s to the overall

system
.

•
Select com

p
onents for the resu

lting level of required
 reliability.

•
B

urn-in all essential cu
stom

 board
s and

 units to red
u

ce initial failu
res to a m

inim
um

.

•
E

nsure that the com
m

unities p
ossess su

fficient spares for repair pu
rposes for the entire 10

year ru
nning cycle. T

his w
ill inclu

de a stud
y of alternative com

ponents to replace those
that m

ay not be prod
uced throughout the experim

ent’s lifetim
e du

e to a term
ination of

present produ
ction processes.

•
E

stablish rep
air routines for the m

ore routine failures; com
m

ercial item
s should

 have
stand

ard
 w

arranties w
ith cond

itions checked
 at the P

R
R

.

•
G

ive each elem
ent a serial nu

m
ber; a record

 w
ill be kep

t to store the inform
ation relative

to each board
: origin of the com

p
onents w

hich populate the board
, d

ate of produ
ction, re-

sults of tests, d
ate of installation, nam

e of the su
b-d

etector using the board
, history of fail-

u
re, and

 actions taken.

•
Test com

m
ercial item

s; initial test by the su
pplier, acceptance test by the responsible

T
D

A
Q

 institu
te.

T
he netw

orking com
ponents are one typ

e of com
m

ercial item
 w

hich w
ill be given sp

ecial atten-
tion. T

hese play a critical role w
ithin the A

T
LA

S T
D

A
Q

 system
 and the D

ata Flow
 netw

ork has
very high p

erform
ance d

em
ands sp

ecific to this application. A
 netw

ork tester system
 is being

d
eveloped

 for the evalu
ation and

 testing of netw
ork sw

itches. For the concentrating sw
itches, to

be purchased
 in large num

bers, the tests of p
rototypes w

ill includ
e the u

se of this system
. For
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the central sw
itches only very few

 w
ill be purchased

 and
 a m

od
ified p

roced
u

re w
ill be required

.
E

xperience obtained
 from

 extensive tests on sw
itches allow

s precise specifications to be given
for these sw

itches. These w
ill be u

sed
 to select one or m

ore cand
idates w

hich w
ill then be eval-

u
ated w

ith the tester to ensure that they fu
lly m

eet the requ
irem

ents. O
nce a sw

itch is integrat-
ed

 into the T
D

A
Q

 system
, it w

ill be m
anaged u

sing a com
m

ercial m
onitoring tool (see

C
hapter

7). Tests w
ill also be m

ade on the connecting cables to be used w
ithin the netw

orks, in
p

articu
lar for p

ossible problem
s w

ith electrom
agnetic interference w

hen large nu
m

bers of U
n-

shielded
 Tw

isted
 Pair (U

T
P

) cables are used
.

15.3
T

he S
o

ftw
are D

evelop
m

ent P
rocess

 T
he Softw

are D
evelopm

ent Process (SD
P

) in A
T

L
A

S T
D

A
Q

 [15-3] provid
es the structure and

the sequence of activities required
 for d

evelop
m

ent. A
 basic fram

ew
ork is provid

ed
 to guid

e de-
velopers throu

gh the steps need
ed

 d
uring the developm

ent of a com
ponent or a system

. C
on-

tinual review
 and

 m
od

ification of the SD
P provid

es it w
ith the flexibility to ad

apt to the
evolution of the com

ponents and
 system

s.

 M
any of the recom

m
ended

 approaches in the SD
P

 are also app
licable to the d

evelopm
ent of

hard
w

are com
p

onents or sub-system
s involving both softw

are and
 hard

w
are. T

he SD
P

 consists
of the follow

ing phases as show
n in Figure

15-1: B
rainstorm

ing, R
equirem

ents, A
rchitecture

and D
esign, Im

p
lem

entation, Testing, M
aintenance, com

plem
ented

 by review
s. E

m
p

hasis on
the d

ifferent phases w
ill evolve w

ith tim
e.

15.3.1
Insp

ection
 and

 R
eview

W
ritten m

aterial includ
ing docum

ents and
 code is su

bjected to a process of inspection and re-
view

 at each step
 from

 R
equirem

ents to Im
plem

entation, in the SD
P. Inspection is essentially a

quality im
provem

ent p
rocess used

 to d
etect d

efects. T
he inspection process in the A

T
L

A
S

F
igu

re
15-1  P

hases and flow
 of the S

oftw
are D

evelopm
ent P

rocess

C
o

m
p

o
n

e
n
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o
m
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n
e

n
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r
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r
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P
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o
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e
r 

c
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o
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e
n
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R
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u
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m

e
n
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T
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s
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e
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o
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T
D

A
Q

 p
roject is based

 on G
ilb and

 G
raham

’s Softw
are Inspection m

ethod
 [15-4]. A

n im
p

ortant
feature of the inspection proced

ure is its flexibility, allow
ing it to evolve as need

s change du
ring

the lifetim
e of the project [15-5].

O
verall responsibility for an inspection is taken by an inspection lead

er w
ho ap

points an in-
spection team

 consisting of the d
ocu

m
ent author and three to five inspectors. The core of the in-

spection process is the checking phase w
here the insp

ectors read
 the d

ocu
m

ent in d
etail,

com
paring it against source d

ocu
m

ents and
 lists of rules and

 stand
ard

s. D
efects are logged

 in a
table, w

here a d
efect is d

efined
 as a violation of any of the standards. E

m
p

hasis is placed
 on

fin
d

ing m
ajor d

efects w
hich cou

ld seriously com
prom

ise the fin
al p

rod
uct. T

he d
efects are d

is-
cu

ssed
 at a logging m

eeting and
 their acceptance or rejection is record

ed in an insp
ection issu

e
log. T

he d
ocu

m
ent au

thor ed
its the d

ocu
m

ent accord
ing to the log m

aking an explanatory note
if an issue is rejected. Feed

back is also obtained on how
 the inspection procedu

re itself m
ay be

im
p

roved.

T
he p

rincip
al aim

 of inspection is to d
etect and

 correct m
ajor d

efects in a prod
uct. A

n add
itional

benefit is the possibility to prevent d
efects in futu

re prod
ucts by learning from

 the d
efects found

d
uring inspection proced

ures. Inspection also provid
es on-the-job edu

cation to people new
 to a

project and
 generally im

p
roves the project’s w

orking cultu
re.

A
 num

ber of W
eb p

ages have been produ
ced

 w
hich p

rovid
e supp

orting m
aterial for insp

ec-
tions su

ch as instructions for inspectors and
 log file tem

plates [15-1].

15.3.2
E

xperience

T
he SD

P provid
es a d

isciplined
 approach to produ

cing, testing, and
 m

aintaining the various
system

s requ
ired

 by the A
T

L
A

S T
D

A
Q

 project. It helps to ensure the p
rod

uction of high-qu
ality

softw
are and

 hard
w

are w
hich m

eet the requirem
ents w

ithin a p
red

ictable sched
ule.

H
ow

ever, one of the key d
ifferences in ad

opting the SD
P in an H

E
P

 —
 as opposed

 to an ind
u

s-
trial —

 environm
ent is that its app

lication cannot be enforced. Furtherm
ore, the u

se of su
ch a

process m
ay app

ear too rigid
 to physicists not accustom

ed
 to w

orking in a strong m
anagem

ent
fram

ew
ork. N

onetheless, the w
orking culture can be changed

 by increasing aw
areness of the

benefits of the SD
P throu

gh training, for exam
p

le involving new
 grou

p m
em

bers in inspections,
and

 ensuring that the SD
P

 itself is sufficiently flexible to evolve w
ith the changing need

s of an
H

E
P

 experim
ent. T

his ap
proach is w

orking. T
he SD

P as ou
tlined in this section has already

been ad
opted

 by a nu
m

ber of the sub-system
s in the A

T
L

A
S TD

A
Q

 p
roject w

ith positive ou
t-

com
es.

15.3.3
The developm

ent ph
ases

15.3.3.1
R

eq
uirem

en
ts

T
he R

equirem
ents p

hase [15-6] for a particular sub-system
 or com

ponent consists of gathering
the requirem

ents and then d
ocum

enting them
. Several docum

ents have been produ
ced

 to aid
and

 control these activities, based on the early experience of som
e of the sub-system

s. T
he

w
hole process of w

orking grou
p setup, requirem

ents collection, feed
back and

 review
 is d

e-
scribed

 in [15-6]. A
nother d

ocu
m

ent sets out the principles governing the requirem
ents gather-

ing and
 d

ocum
entation processes, stressing the im

portance of, for exam
ple, d

ocum
entation,
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evolutionary d
evelop

m
ent, com

m
unication, and

 collective ow
nership of the requirem

ents spec-
ification.

T
he actu

al process of establishing the requirem
ents for a su

b-system
 or com

ponent is aid
ed

 by a
collection of ‘hints’, and

 reinforced
 by a set of rules for the requirem

ents d
ocu

m
ent itself, for

w
hich a tem

p
late has been provid

ed in each of the supported
 docum

entation form
ats.

15.3.3.2
A

rchitecture an
d D

esign

T
he A

rchitectural A
nalysis and

 D
esign Phase of the SD

P [15-7] follow
s the R

equ
irem

ents phase
and takes as its starting points the U

ser R
equirem

ents and
 U

se C
ases together w

ith accom
p

any-
ing d

ocum
ents. T

his phase has som
etim

es been referred
 to as ‘high-level system

 d
esign’. A

 sys-
tem

’s architectu
re is the highest level concept of that system

 in its environm
ent. It refers to the

organization or structure of significant com
p

onents interacting through interfaces, those com
-

p
onents being com

posed
 of successively sm

aller com
ponents and

 interfaces. A
 design p

resents
a m

od
el w

hich is an abstraction of the system
 to be d

esigned
. T

he step from
 a real w

orld
 system

to abstraction is analysis. A
 ‘H

ow
 to’ note has been produ

ced
 d

escribing the overall process.

For this phase, the approach of the R
ational U

nified P
rocess (R

U
P) is largely follow

ed. T
his ap-

p
roach contains d

escriptions of concepts, artefacts, guidelines, exam
ples, and

 tem
plates. Item

s
of the R

U
P have been highlighted

, in particular, the descriptions of architectural analysis and
d

esign concepts, and
 the guid

elines for prod
ucing softw

are architecture and
 d

esign docum
ents.

T
he R

U
P

 tem
p

late for architectu
re and

 design d
ocum

ents has been adapted by includ
ing exp

la-
nations and

 m
aking it available in supp

orted
 form

ats. T
he recom

m
end

ed
 notation is the U

ni-
fied M

od
elling L

angu
age (U

M
L

), and
 the design is presented in the tem

plate as a set of U
M

L-
style view

s. R
ecipes for produ

cing ap
prop

riate diagram
s and

 incorp
orating them

 into d
ocu-

m
ents have also been p

repared
.

15.3.3.3
Im

plem
entatio

n

T
he Im

plem
entation Phase of the SD

P
 is largely concerned

 w
ith w

riting and
 checking cod

e, and
p

rod
ucing and d

ebugging hard
w

are com
p

onents. A
t the end of the im

plem
entation phase an

Inspection is perform
ed

.

A
T

L
A

S C
+

+ cod
ing conventions [15-8] are being ap

plied
 to new

ly w
ritten code and

 being intro-
d

uced for existing cod
e still in evolu

tion. In the case of Java, the outcom
e of the A

T
L

A
S investi-

gation of cod
ing conventions is aw

aited
. D

C
S w

ill follow
 the cod

ing standard
s p

rovided
 by the

JC
O

P
 Fram

ew
ork for P

V
SS [15-9].

G
uidelines [15-10] have been provid

ed for m
ulti-user, m

ulti-p
latform

 scripting, as w
ell as m

any
explanations and

 exam
ples in U

N
IX

-scrip
ting.

E
xperience has been gathered

 w
ith a nu

m
ber of softw

are tools and
 recom

m
endations have been

m
ad

e in the areas of d
esign and

 d
ocu

m
entation [15-11], cod

e checking, and
 sou

rce code m
an-

agem
ent.
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15.3.3.4
C

om
p

o
nent an

d
 in

teg
ratio

n Testin
g

Testing occu
rs d

uring the entire life-tim
e of a com

ponent, group of com
ponents, or entire sys-

tem
. R

eferring to Figure
15-1, the initial test plan is w

ritten d
uring the requirem

ents and
 d

esign
phases of the com

p
onent, so as not to be biased

 by the im
plem

entation. Since testing is likely to
be an iterative process the test plan is w

ritten w
ith re-u

se in m
ind. O

nce im
plem

entation is com
-

plete and passes relevant checking tools the com
p

onent undergoes unit testing to verify its
functionality. C

om
patibility w

ith other com
ponents is verified w

ith integration tests. Several
types of tests can be envisaged for both ind

ivid
ual com

ponents and groups of com
ponents.

T
hese includ

e functionality, scalability, perform
ance, fau

lt tolerance, and regression tests.

A
 test rep

ort is w
ritten once each test is com

p
lete. To aid the testing proced

ure, tem
plates [15-

13] are provided
 for both the test plan and test report in each of the supp

orted
 docum

entation
form

ats. M
ore detailed

 descriptions of the types of test, hints on testing and recom
m

ended
 test-

ing tools are also provid
ed. Testing is repeated

 at m
any points d

uring the lifetim
e of a com

po-
nent, for exam

ple at each new
 release of the com

p
onent softw

are or after a period
 of inactivity

(system
 shutd

ow
n). A

u
tom

atic testing and
 d

iagnostic proced
ures to verify the com

ponent be-
fore use greatly im

prove efficiency.

15.3.3.5
M

ain
ten

an
ce

A
s w

ith testing, m
aintenance occurs d

uring the entire lifetim
e of a com

p
onent. Several types of

m
aintenance can be envisaged

. C
orrective m

aintenance involves the fixing of bugs. A
d

aptive
m

aintenance involves alterations to su
pport changes in the technical environm

ent. Preventive
m

aintenance entails the restructuring and
 rew

riting of cod
e, or m

od
ification of hard

w
are for fu-

tu
re ease of m

aintenance. M
aintenance is closely coup

led
 to regression testing w

hich shou
ld

 oc-
cu

r each tim
e a m

aintenance action has been com
p

leted
 to verify that the d

etected
 problem

s
have been solved and

 new
 d

efects have not been introd
uced

. Significant changes to the func-
tionality of the com

ponent su
ch as the ad

d
ition of large num

bers of new
 requirem

ents should
involve a full re-iteration of the SD

P
 cycle.

15.3.4
Th

e D
evelop

m
en

t E
nviro

nm
en

t

R
egular releases of the sub-system

 softw
are to be used

 in test-beam
 operation, system

 integra-
tion, and

 large-scale tests is being com
p

lem
ented by nightly build

s and
 au

tom
ated

 tests to en-
sure early problem

 find
ing of new

ly developed
 or enhanced

 produ
cts. T

he use of a sou
rce cod

e
m

anagem
ent system

 and
 of the stand

ard release build
ing tool C

M
T

 [15-14] allow
s for the bu

ild
-

ing of com
m

on releases of the T
D

A
Q

 system
. These releases are available for the platform

s used
in A

T
LA

S T
D

A
Q

 w
hich are cu

rrently a num
ber of L

inux versions and for som
e sub-system

s
LynxO

S and
 SunO

S. B
uild p

olicies of d
ifferent su

b-system
s like the u

se of com
piler versions

and
 platform

s are co-ordinated.

D
evelopm

ent tools like design tools, m
em

ory leak checking tools, autom
atic d

ocu
m

ent produ
c-

tion tools, and
 cod

e checking tools are vital elem
ents of the developm

ent environm
ent.
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15.4
Q

u
ality A

ssu
ran

ce d
uring

 dep
loym

ent

15.4.1
Q

uality A
ssurance from

 early deploym
ent

D
eploym

ent of the T
D

A
Q

 system
 in test beam

 and
 du

ring com
m

issioning gives early feed
back

on the su
itability of the d

esign and
 the im

p
lem

entation of the system
. It constitu

tes an integra-
tion test u

nd
er realistic cond

itions in term
s of fu

nctionality, reliability, and
 u

sability. Experience
and find

ings are directed
 to the d

evelop
ers so that im

provem
ents can be m

ade to the softw
are

and hard
w

are concerned
. A

 bug tracking system
 is in use for the reporting of softw

are p
rob-

lem
s, their recording, and

 their follow
-up. C

om
p

lex integration aspects can be better und
er-

stood
 and

 lead
 to ad

ju
stm

ents in the d
esign of com

ponents, interfaces, and
 strategies. T

he early
u

se of the system
 allow

s the T
D

A
Q

 user to becom
e fam

iliar w
ith its operations and

 usage.

15.4.2
Q

uality A
ssu

rance of op
eratio

ns d
uring

 data takin
g

T
he quality of the TD

A
Q

 system
 m

ust be assured w
hen it is in use du

ring the setu
p and

 instal-
lation phase of the A

T
L

A
S data acqu

isition together w
ith the detectors. C

orrect and sm
ooth

d
ata taking w

ill be aim
ed for d

uring calibration and p
hysics event prod

u
ction.

Q
uality assurance is achieved

 by prevention, m
onitoring, and

 fault tolerance.

•
P

revention —
 this includ

es training, ap
prop

riate docum
entation, a w

ell-d
efined

 d
evelop-

m
ent p

rocess, p
roper m

anagem
ent of com

puting infrastructure (com
puter farm

s, readou
t

electronics, and
 netw

orks), tracing of hard
w

are and
 softw

are changes, and regular testing
of com

ponents.

•
M

onitoring —
 special tasks to m

onitor prop
er fu

nctioning of equipm
ent and d

ata integri-
ty. T

hese m
ay run as special processes or be p

art of the T
D

A
Q

 app
lications. A

nom
alies

are reported
, analysed

 by hu
m

an/artificial intelligence, and
 app

ropriate recovery action
is initiated

. T
his m

ay inclu
de running special d

iagnostic cod
e, replacem

ent of fau
lty

equipm
ent, rebooting of processors, restarting of applications, re-establishing netw

ork
connections, and

 reconfiguration to continue w
ith a p

ossibly red
uced system

. Incom
plete

or corru
pted

 d
ata should be m

arked
 in the event d

ata stream
 and

 possibly record
ed

 in the
cond

itions d
atabase. P

hysics m
onitoring m

ay lead
 to a change of run w

ith d
ifferent trig-

ger conditions and
 event selection algorithm

s.

•
Fault tolerance —

 bu
ilt into the system

 from
 the start using an efficient error reporting,

analysis, and
 recovery system

 as explained in C
hapter

6, "Fault tolerance and
 error han-

d
ling". Som

e redu
nd

ancy to redu
ce possible single points of failu

re is foreseen w
here af-

ford
able.

D
u

ring the life of the exp
erim

ent sm
all or m

ajor pieces of hard
w

are or softw
are w

ill need
 to be

replaced
 w

ith m
ore m

od
ern item

s, p
ossibly u

sing new
 technologies. T

he com
p

onent structure
w

ith the w
ell-defined

 functionality of each com
ponent and w

ell-d
efined interfaces allow

ing for
black-box testing according to those functionality specifications w

ill allow
 the sm

ooth incorpo-
ration of new

 parts into a running system
, and

 in particular w
hen staging of the system

 is re-
quired

.

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

288
15

  Q
uality assurance and developm

ent process

15.5
R

eferen
ces

15-1
http
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m
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P. Farth

ou
at, G

uidelines for E
lectronics D
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roduction R
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eview
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http

:/
/
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A
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G

R
O

U
P

S/
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O
N

T
E

N
D

/
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d
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d
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D
A
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 R
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en
ts d
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m

ent
R

equ
irem
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d

 d
ocu

m
entation ‘p

rincip
les’

H
ints on how

 to establish requ
irem

ents
R

equ
irem

ents D
ocu

m
ent R

u
les A

T
L

A
S D

A
Q

 ‘in
-hou

se’ ru
les for R

equ
irem

ents 
d

ocu
m

en
ts

R
equ

irem
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ocu
m

ent Tem
p

late for System
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 C
om

p
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ents, Softw
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H
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w
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R
U
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R
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p
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re D
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m
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16
C

ostin
g

T
he cost estim

ate of the A
T

L
A

S T
D

A
Q

 system
 is based

 on a detailed
 m

od
el of its size (i.e.

num
ber of com

p
onents) as a function of the inpu

t L
evel-1 trigger rate. T

he m
od

el is param
eter-

ized
 by the assum

ptions d
escribed

 in (TA
B

L
EX

X
X

 O
F C

H
A

PTE
R

5); conservatism
 and

 safety
factors are applied in particular for the perform

ance (p
rocessing tim

e per event and rejection
p

ow
er) of the H

LT
 and

 the estim
ated

 unit cost of both cu
stom

 (e.g. the R
O

B
in) and

 com
m

ercial
com

p
onents (e.g. processors). In the follow

ing are d
escribed

 the T
D

A
Q

 system
 evolution from

com
m

issioning to its exp
ected

 final p
erform

ance, the rationale behind
 the costing of ind

ivid
ual

com
p

onents, the su
bd

ivision of the system
 cost in term

s of functional categories, and a sum
m

a-
ry of the exp

end
iture profile.

Should m
ake refs here also to the caveats on processing tim

e w
hich w

ill be discussed in C
hapter 14.

A
s for D

C
S the expenditure profile is still being discussed, only the total figure of 3125 M

C
H

F is quoted.
D

C
S is included in figures 16-2 but not yet in 16-3 (m

issing profile).

16.1
S

ystem
 evo

lutio
n and stagin

g

T
he A

TL
A

S TD
A

Q
 system

 has been designed
 to be staged

, w
ith the size and

 p
erform

ance of the
system

 evolving as resou
rces becom

e available. T
he final perform

ance corresp
ond

s to a L
evel-1

rate of 100
kH

z. Table
16-1 indicates, for the p

eriod 2004 to 2009, the p
erform

ance capability
(second

 colum
n) and the functional capability (third

 colum
n) of the installed

 system
. The dates

of 2008 for the nom
inal 75

kH
z system

, and
 2009 for the final T

D
A

Q
 p

erform
ance, are indica-

tive, in so far as they d
ep

end
 on the availability of resou

rces, the lu
m

inosity p
erform

ance of the
L

H
C

 and experience from
 initial running.

Tab
le

16-1  T
D

A
Q

 perform
ance profile

Y
ear

S
u

stain
ed

 L
evel-1 rate

(kH
z)

N
o

tes

2004
N

/
A

P
re-series only

2005
N

/
A

D
etector &

 T
D

A
Q

 com
m

issioning. 
75%

 of d
etector read

 ou
t

U
se pre-series H

LT
 farm

s

2006
N

/
A

A
T

L
A

S cosm
ics ru

n
U

se pre-series H
LT

 farm
s

2007
37.5

L
H

C
 startu

p
 

37%
 H

LT
 farm

s

2008
a

a.
Ind

icative d
ate.

75
N

om
inal L

H
C

 L
u

m
inosity

100%
 of d

etector read
-ou

t
75%

 H
LT

 farm
s

2009
b

b.
Ind

icative d
ate.

100
Final T

D
A

Q
 perform

ance
100%

 H
LT

 farm
s
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SE
C

T
IO

N
5.X

X
X

 d
iscu

sses how
 the baseline architectu

re su
p

p
orts the staging of the T

D
A

Q
 sys-

tem
. T

he d
etector read

-out p
rocu

red
 and

 installed
 in 2005–2006 is just for the non-staged part of

the d
etector (w

hich represents ~
75%

 of the R
O

L
s). For the p

urp
ose of uniform

ity, custom
 com

-
ponents, in particular the R

O
Bin m

od
ules, are fu

lly procured
 in 2005, althou

gh p
art of them

 w
ill

be physically installed
 later (ind

icatively in the year 2008) w
ith the staged

 p
arts of the A

T
L

A
S

d
etector. T

he other parts of the R
O

S system
 are, how

ever, procu
red

 follow
ing the staging of the

d
etector (i.e. 75%

 in 2005–2006 and
 the rem

aining 25%
 in 2008). T

he strategy for staging the
T

D
A

Q
 system

 is based on the staging of the LV
L

2 and
 E

F farm
s and, as a consequence, of the

E
vent B

uilder (in p
articular the SFIs) and

 the central netw
orks.

16.2
C

osting
 of com

po
nents

T
he m

ajority of the A
T

L
A

S T
D

A
Q

 system
 is based

 on C
om

m
ercial O

ff T
he Shelf (C

O
T

S) com
po-

nents: com
m

od
ity com

pu
ter and com

m
unications hardw

are (e.g. PC
s and

 G
igabit Ethernet)

and
 related

 equipm
ent. T

he estim
ated unit cost of these com

ponents is based
 on a conservative

extrapolation of today’s costs. In add
ition, for the H

LT
 farm

s, a 30%
 overall safety factor is add

-
ed

 to allow
 for the large uncertainties w

hich are d
iscu

ssed in SEC
T

IO
N

 14.X
X

X
.

T
he unit cost of custom

 com
ponents, i.e. the R

O
Bin and

 R
oIB

, has been established
 on the basis

of R
&

D
 p

rototypes.

16.3
C

atego
ries of expenditures

For the purpose of describing the cost and
 its evolution in tim

e, the T
D

A
Q

 system
 has been or-

ganized
 in term

s of categories of expenditu
re, closely related to the T

D
A

Q
 baseline architecture:

•
D

C
S: includ

es the com
p

onents need
ed

 for the operation of the d
etector and for the su

per-
vision of the infrastructure of the exp

erim
ent: op

erator w
orkstations, servers, d

etector
m

aster stations, cu
stom

 m
od

u
les, D

SS, and
 control room

 equipm
ent.

•
D

etector R
ead

-O
ut: this category inclu

des the R
O

Bins, the R
O

Ss, and
 the related infra-

structure.

•
L

evel-2: includ
es the R

oIB
, the LV

L
2 Supervisor, the L

evel-2 processor farm
, the L

evel-2
netw

ork, and
 the infrastructure.

•
E

vent B
u

ild
er: inclu

d
es the D

FM
s, the SFIs, the Event B

uilder netw
ork, the SFO

 (w
ith the

local data storage), and
 the related

 infrastructu
re.

•
E

vent Filter: includ
es the E

vent Filter processor farm
, the netw

ork internal to the Event
Filter, and

 the infrastru
ctu

re.

•
O

nline: includ
es processor farm

s for ru
nning the online softw

are, T
D

A
Q

 op
erations and

m
onitoring, the central online netw

ork, and
 the related infrastructure.

•
O

ther: includ
es item

s such as contributions to high speed
 d

ata links in and
 out of the ex-

perim
ental area, and

 the acquisition of softw
are prod

u
cts such as farm

 and netw
ork m

an-
agem

ent tools.

•
P

re-Series: includ
es a sm

all scale version of the system
 for the pu

rpose of valid
ating the

T
D

A
Q

 im
plem

entation.
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16.4
E

xp
end

itu
re p

ro
file and

 system
 cost

T
he exp

end
iture profile is su

m
m

arized in Table
16-2 and Figu

re
16-1. The form

er ind
icates the

cost for the A
T

L
A

S T
D

A
Q

 system
 in each year. Figu

re
16-1 show

s the expenditu
re p

rofile in-
clu

d
ing its split on the basis of the categories of expend

itu
re.

Tab
le

16-2  T
D

A
Q

 system
 cost profile

U
p

 to
 2003

2004
2005

2006
2007

2008
2009

To
tal

D
C

S
P

R
O

FIL
E

 U
N

D
E

R
 D

ISC
U

SSIO
N

3125

Pre-series
1048

0
0

0
0

0
1048

D
etector R

/
O

0
3049

606
0

405
0

4060

L
evel-2

0
200

880
1137

2216
915

5348

E
vent B

u
ild

er
0

208
834

274
768

0
2048

E
vent Filter

0
0

1375
2863

4351
2862

11451

O
nline

0
208

622
0

0
0

830

Infrastructu
re

0
0

508
508

508
508

2032

To
tal

1048
3665

4825
4782

8248
4285

29978

F
igu

re
16-1  E

xpenditure P
rofile

0

1
0
0
0

2
0
0
0

3
0
0
0

4
0
0
0

5
0
0
0

6
0
0
0

7
0
0
0

8
0
0
0

9
0
0
0

2
0
0
4

2
0
0
5

2
0
0
6

2
0
0
7

2
0
0
8

2
0
0
9

Y
e
a
r

kCHF

P
re

-S
e
rie

s

In
fra

s
tru

c
tu

re

O
n
lin

e

E
v
e
n
t F

ilte
r

E
v
e
n
t B

u
ild

e
r

L
e
v
e
l-2

D
e
te

c
to

r R
/O
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T
he sharing of the cost (for the final 100

kH
z system

) betw
een the categories of expend

iture, is
show

n in Figu
re

16-2.

T
he total T

D
A

Q
 system

 cost, as a fu
nction of the Level-1 rate and

 not includ
ing p

re-series, is
show

n in Figu
re

16-3.

16.5
R

eferen
ces 

16-1

16-2

F
ig

u
re

16-2  R
elative cost per category of expenditure (at a 100

kH
z Level-1 rate)

F
ig

u
re

16-3  T
D

A
Q

 cost versus Level-1 rate

R
/O

1
4
%

L
e
v
e
l-2

1
8
%

E
v
e
n
t B

ld
r
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%

E
v
e
n
t F

ilte
r

3
8
%

O
n
lin

e

3
%

O
th

e
r

1
0
%

D
C

S
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0
%

R
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e
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17
O

rgan
ization and

 resou
rces

17.1
P

ro
ject organ

izatio
n

T
he A

TL
A

S Trigger/
D

A
Q

 P
roject is organised

 in three m
ain sub-projects: the L

evel-1 Trigger
(N

ick E
llis), the H

igh L
evel Triggers (C

hris B
ee) and the D

ata A
cquisition (L

ivio M
ap

elli). The
m

anagem
ent of the overall project is organised in three levels:

1.
T

he T
D

A
Q

 M
anagem

ent Team
 (TD

M
T

), w
hose m

em
bers are the lead

ers of the three sub-
p

rojects w
ith the close involvem

ent of the chairperson of the Trigger/D
A

Q
 Institu

te
B

oard
 (TD

IB
, see Section

17.2). O
ne of the three sub-project lead

ers acts as overall P
roject

L
ead

er on a yearly rotational basis, w
ith the particu

lar role of representing the project to-
w

ard
s ou

tsid
e bod

ies.

2.
T

he Trigger/D
A

Q
 Steering G

roup (T
D

SG
), com

posed
 of the coordinators of the m

ain
sub-system

s of each su
b-p

roject, the coordinators of cross-system
 activities and

 a nu
m

ber
of ex-officio m

em
bers, includ

ing the A
TL

A
S M

anagem
ent and

 the T
D

IB C
hair (see

Figure
17-1).

3.
E

ach su
b-project has its ow

n internal organization and m
anagem

ent, tailored
 to the spe-

cific features and
 needs of the system

. T
he organisation of the H

LT
 and

 D
A

Q
 sub-projects

is illustrated in Figu
re

17-2 and
 Figu

re
17-3. B

oth the H
LT

 and
 the D

A
Q

 are organised in 3
sub-system

s each and
 a num

ber of cross-sub-system
 activities. T

he organization of the
LV

L1 trigger sub-project is described
 elsew

here [17-1].

T
he su

bm
ission and

 approval process of this T
D

R
 m

arks the com
pletion of m

ost elem
ents of the

R
&

D
 phase of the TD

A
Q

 p
roject. The p

roject organization w
ill be ad

ju
sted in late 2003 in ord

er
to reflect the change of phase of the project, as it m

oves from
 d

esign and
 prototyping to prod

uc-
tion.

F
igu

re
17-1  T

he Trigger/D
A

Q
 S

teering G
roup (H

LT
 D

S
 stands for H

LT
 D

etector S
lices, and P

S
S

 stands for
P

hysics S
election S

trategy)

C
a
lorim

e
try

E
 E

isenh
and

ler

M
uo

ns

S
 V

eneziano

C
T
P

R
 S

piw
oks

Level-
1
 T

rigger
N
 E

llis

PE
S
A

V
 V

ercesi

H
L
T
 I

nfra
structure

F
 W

ickens

H
L
T
 D

S

S
 F

alciano

H
igh

 Le
ve

l T
rigger

C
 B

ee

D
a
ta

flow

D
 F

rancis

O
nlin

e
 S

oftw
a
re

M
 C

aprini

D
C
S

H
 B

urckh
art

D
ata A

cquisition
L
 M

a
pe

lli

T
D
A
Q

 A
rch

ite
ctu

re W
G

G
 M

ornacchi

M
o
d
e
lling

 W
G

J
 V

erm
eulen

C
onn

e
ct F

orum

D
 B

urckh
art

P
S
S
 W

G

S
 T

approgge

L
ia
iso

n w
ith

 O
ffline

S
 G

eorge

V
 V

ercesi

C
ross-

system
 activities

T
D
A
Q

L M
ape

lli
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F
ig

u
re

17-2  T
he H

igh Level Trigger S
teering G

roup (‘A
ctivities’ are w

orking groups cutting across the sub-sys-
tem

s)

F
ig

u
re

17-3  T
he D

A
Q

 S
teering G

roup (‘A
ctivities’ are w

orking groups across the sub-system
s, extendable to

H
LT

 and LV
L1 as w

ell)

M
uon S

lice
InD

e
t
S
lice

C
a
lorim

e
try

 slice

D
ete

ctor slice
s

S
 F

a
lciano

A
ctivities

H
L
T
S
S
W

S
 G

e
orge

A
lgorith

m
s

S
 A

rm
strong

PE
S
A

V
 V

erce
si

LV
L
2
 Integration

S
 G

onza
le
z

L2
 S

upe
rvision

H
 Z

ob
ernig

L2
PU

A
 B

oga
e
rts

L
2
 Infrastructure

F
 W

icke
ns

E
F
 I

nte
gra

tion
M
 B

osm
a
n

E
F
 S

upe
rvision

S
 W

h
ee

le
r

E
F
D

E
F
 Infra

structure

F
 T

ouch
a
rd

H
ig
h
 L

e
ve

l T
rig

g
e
r

C
 
B
e
e

S
oftw

a
re

 R
e
le
a
se

s
C
 Pa

d
illa

A
rch

ite
cture

G
 M

ornac
chi

I
nte

gration &
 T

e
sting

M
 D

o
b
son-

G
 L

e
h
m
a
nn

C
on

ne
ct

 D
 B

u
rckh

a
rt

D
I
G

B
 D

iG
irola

m
o

R
O
D
 C

ra
te D

A
Q

R
 S

piw
o
ks

P
la
nnin

g O
ffice

r

L
 T

re
m
b
let

A
c
tivities

R
O
S

B
 G

orini

D
a
ta

 C
o
lle

ction

H
P
 B

e
ck

N
e
tw

ork T
e
chn

ologie
s

R
 D

ob
inson

R
oI

_
B
u
ild

er

R
 B

la
ir

M
od

e
lling

J
 V

e
rm

e
ule

n

I
nte

gra
tion &

 T
e
sting

G
 L

e
h
m
a
nn

D
a
taflow

D
 F

ra
ncis

C
onfiguration

I
 S

olo
viev

C
ontrol

D
 L

iko

M
onitoring

S
 K

olos

A
nc

illa
ry

R
 H

a
rt

I
n
tegratio

n &
 T

e
sting

D
 B

urckh
a
rt-

M
 D

ob
son

O
nline

 S
oftw

a
re

M
 C

a
prini

D
D
C

S
 K

h
om

outn
ikov

D
C
S

H
 B

urckh
a
rt

D
a
ta

 A
cquisition

L
 M

a
pe

lli
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17.2
R

esou
rces

T
he overall A

T
L

A
S Trigger/

D
A

Q
 C

ollaboration consists of ?? Institu
tes, from

 ?? countries, ??
Fund

ing A
gencies and

 a total of ~?? m
em

bers. T
he distribu

tion of m
em

bers by cou
ntry is

show
n in ...add ref to pie chart.

E
ach institute is rep

resented
 in the T

D
A

Q
 Institute Board (T

D
IB

), the p
olicy and

 d
ecision m

ak-
ing bod

y of the TD
A

Q
 p

roject, p
resently chaired

 by A
leandro N

isati. Typ
ical tasks of the T

D
IB

includ
e discussion and

 decisions on financial and
 hum

an resource as w
ell as policy m

aking. 

T
he T

D
IB

 is assisted
 by tw

o com
m

ittees, the R
esource C

om
m

ittee and
 the Speakers C

om
m

ittee.

•
T

D
A

Q
 R

esource C
om

m
ittee (T

D
R

C
): The T

D
IB

 is ad
vised

 on finance and resou
rce m

at-
ters by the T

D
R

C
, com

prising the T
D

M
T, one m

em
ber per m

ajor Fu
nd

ing A
gency and

tw
o ad

ditional m
em

bers representing collectively the other Fu
nd

ing A
gencies. T

he T
D

R
C

is chaired by the T
D

IB chair, assisted
 by a R

esource C
oord

inator (Fred W
ickens).

•
T

D
A

Q
 Speakers C

om
m

ittee : T
his is a 3 m

em
ber body, presently chaired

 by L
orne Levin-

son, m
and

ated
 to recom

m
end

 policy regarding conference speakers, to m
aintain a com

-
p

lete archive of conference p
resentations and

 to ensure a fair d
istribution of conference

talks across the T
D

A
Q

 C
ollaboration.

17.2.1
H

LT/D
A

Q
 reso

urces

T
he H

LT
/D

A
Q

 p
art of the C

ollaboration com
prises 41 Institutes, from

 ?? countries, ?? Funding
A

gencies and
 a total of ~

?? m
em

bers. A
gain, the distribu

tion of m
em

bers by cou
ntry is show

n
in ...add ref to pie chart.

T
he p

articipation of Institutes in the su
b-p

roject is sum
m

arised in Table
17-1.

17.3
R

eferences

17-1
A

T
LA

S First-Level Trigger Technical D
esign R

eport, C
E

R
N

/
L

H
C

C
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98-14 (1998)

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

296
17

  O
rganization and resources

Tab
le

17-1  Institute participation in the H
LT

/D
A

Q
 sub-projects.

S
u

b-system
In

stitu
tes

C
o

o
rd

in
ato

r

H
LT

P
E

SA
A

lberta, B
arcelona, B

ern, C
E

R
N

, C
racow

, G
en

eva, G
enova, 

Innsbru
ck, L

ancaster, L
ecce, L

ond
on R

H
B

N
C

, L
ond

on U
C

L
, 

M
annheim

, M
oscow

 SU
, N

ap
oli, P

avia, P
ragu

e (?), R
A

L
, R

io 
d

e Janeiro, R
om

e I, R
om

e III, W
isconsin.

V
. V

ercesi

LV
L

2 Infrastru
ctu

re
C

E
R

N
, R

A
L

, R
io d

e Janeiro, R
om

e I, Tel A
viv (?), W

eizm
ann

, 
W

isconsin.
F. W

ickens

E
vent Filter Infrastru

c-
ture

A
lberta, B

arcelona, M
ainz, M

arseille, P
avia, R

om
e III.

F. Tou
chard

D
A

Q

O
nline Softw

are
B

u
charest, C

E
R

N
, G

eneva, JIN
R

, L
isbon, N

IK
H

E
F, 

St. P
etersbu

rg N
PI.

M
. C

ap
rini

D
ataFlow

A
rgonne, B

ern, C
E

R
N

, C
op

enhagen, C
racow

, Frascati, H
iro-

sh
im

a, K
E

K
, L

ond
on R

H
B

N
C

, L
ond

on U
C

L
, M

anchester (?), 
M

annheim
, M

ichigan SU
, N

agasaki, N
IK

H
E

F, R
A

L
, R

om
e I, 

Sh
inshu

, U
C

I Irvine.

D
. Francis

D
C

S
C

E
R

N
, N

ikhef, St. P
etersburg N

P
I.

H
. B

u
rckhart
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18
W

o
rkp

lan
 and

 sch
edule

T
his chap

ter outlines the short-term
 (6–12 m

onths) post-T
D

R
 w

orkplan for the m
ajor activities

in the H
LT and

 D
A

Q
 system

s (includ
ing D

C
S). T

he global H
LT

/
D

A
Q

 d
evelop

m
ent schedu

le is
p

resented
 in Section

18.1 as the basis for the d
efinition and

 context of the w
orkplan. T

he de-
tailed

 w
orkp

lan, w
hich is still in prep

aration, is introd
uced

 and
 a nu

m
ber of issues w

hich w
ill

have to be add
ressed are ind

icated
 (Section

18.2). T
he strategy that has been d

eveloped
 for the

d
etector integration and

 com
m

issioning is d
escribed

 in Section
18.3.

18.1
S

ch
edu

le

T
his section p

resents the overall sched
ule for the H

LT
/

D
A

Q
 system

 up to L
H

C
 turn-on in 2007.

T
he d

evelop
m

ent and
 d

ep
loym

ent of the H
LT/

D
A

Q
 system

, both hard
w

are and
 softw

are, has
been m

ap
ped

 onto the A
T

L
A

S detectors installation p
lan [18-1].

18.1.1
S

ystem
 hard

w
are

For the system
 hard

w
are, the planning is driven by the prod

uction sched
ule for the tw

o cu
stom

read-out com
p

onents:

•
the S-LIN

K
 L

ink Sou
rce C

ard (L
SC

), to be installed
 on the R

O
D

s;

•
the R

O
Bin, the receiver p

art of the R
O

S (S_L
IN

K
 receiver and

 R
O

L m
ultiplexer).

A
n analysis of the d

etector installation sched
ules points to the first quarter of 2004 as the m

o-
m

ent for the Final D
esign R

eview
 of the L

SC
 and the R

O
Bin. T

he review
 of the R

O
B

in requires
the I/

O
 optim

ization stud
ies (see Section

18.2.1) to have been com
pleted

 beforehand
. (T

he third
custom

 com
ponent of the H

LT
/D

A
Q

, the R
oI Bu

ild
er, is not on the critical path for the d

etector
installation sched

ule).

T
he global H

LT/
D

A
Q

 produ
ction schedu

le is show
n in Figure

18-1. It id
entifies the principal

m
ilestones concerning the d

etector need
s for TD

A
Q

 installation, the TD
A

Q
 com

p
onent prod

uc-
tion (in the case of custom

 com
ponents), the com

ponent purchasing and
 associated tend

ering
(in the case of com

m
ercial com

p
onents), as w

ell as testing and
 com

m
issioning.

Figure 18.1 is a gantt chart w
ith the pricipal m

ilestones of detector installation, such as com
bined test

beam
 run, com

m
issioning, cosm

ic run, etc., and the T
D

A
Q

 com
ponents production and purchasing

schedule.

18.1.2
S

ystem
 so

ftw
are

Six m
ajor releases of the system

 softw
are have been id

entified
 (d

ates are ind
icative at this stage

and w
ill be adap

ted if necessary). T
he release strategy is d

riven by detector op
erations (e.g. test

beam
s and cosm

ic-ray run) and com
m

issioning (see Section
18.3).
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F
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18-1  Sched
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le of the overall H
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Q
 project
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1.
C

u
rrent D

A
Q

 release, integrating O
nline Softw

are and D
ataFlow

. It is targeted
 at the

needs of the A
T

LA
S H

8 test-beam
 op

erations in 2003 and
 to the I/

O
 optim

ization and
system

-p
erform

ance m
easurem

ents. T
his release has been op

erational since M
ay 2003.

2.
‘C

om
bined

 test-beam
’ release for the com

bined
 run in 2004.

3.
‘Sub-detector read-out’ release for initial d

etector com
m

issioning w
ith single R

O
D

 C
rate

D
A

Q
 (R

C
D

) for single crates.

4.
‘H

LT
/

D
A

Q
 installation’ release for com

m
issioning of the H

LT
/D

A
Q

 com
p

onents and
global d

etector com
m

issioning in autu
m

n 2005.

5.
‘C

osm
ic-ray run’ release for global H

LT/
D

A
Q

 and
 global d

etector com
m

issioning, as
w

ell as for the A
TL

A
S cosm

ic-ray run in au
tum

n 2006.

6.
‘LH

C
 start-u

p’ release for the start of L
H

C
 op

eration in A
pril 2007.

T
he softw

are-d
evelopm

ent sched
u

le is show
n in Table

18-1 for the softw
are of the three sub-

system
s, O

nline Softw
are, D

ataFlow
, and H

igh-L
evel Trigger. For the H

LT, only the LV
L

2 and
E

F infrastructu
re part of the softw

are (required
 for d

etector m
onitoring du

ring detector com
-

m
issioning p

hases) is consid
ered

 here. T
he d

evelop
m

ent sched
ule of the other com

p
onents of

the H
LT softw

are, nam
ely the selection core softw

are and the p
hysics algorithm

s, is not linked
to the D

A
Q

 releases and
 is not rep

orted
 in the table. It w

ill only be fully d
efined

 later this year.

18.2
P

ost-T
D

R
 w

orkplan

T
he d

etailed
 w

orkplan to m
eet the objectives described

 in the schedu
le of the previous section

is in p
reparation and

 w
ill be finalized soon after the T

D
R

 publication. Its descrip
tion goes be-

Tab
le

18-1  S
oftw

are developm
ent schedule for the softw

are of O
nline S

oftw
are, D

F
 and H

LT

R
E

L
E

A
S

E
O

n
lin

e S
o

ftw
are

D
ataF

lo
w

H
ig

h
 L

evel Trig
g

er

T
D

R
 release

(Ju
n 03)

A
s d

escribed
 in T

D
R

 - 
M

ar 03
A

s d
escribed

 in T
D

R
, first 

full D
ataFlow

 - M
ay 03

C
urrent E

F release - 
Su

m
m

er 03

C
om

bined
 test 

beam
(Su

m
m

er 04)

P
rototyp

e versions of con-
trol, configu

ration, and
 

m
onitoring services - 

Feb 04

C
onsolid

ation of T
D

R
 

release, evolu
tion of R

O
D

 
C

rate D
A

Q
 - A

pr 04

E
F infrastructu

re (version 
from

 P
D

R
) - M

ay 04
(LV

L
2 infrastructu

re - 
late su

m
m

er 04)

Su
b-d

etector 
read

-out
(A

u
tum

n 04)

Fu
ll su

pp
ort of final R

O
D

 
C

rate D
A

Q
 - Ju

n 04
First release of final D

ata-
flow

, inclu
d

ing R
O

D
 

C
rate D

A
Q

 - D
ec 04

H
LT

/
D

A
Q

 instal-
lation
(A

u
tum

n 05)

Fu
ll fu

nctionality of con-
trol, configu

ration, and
 

m
onitoring services, 

inclu
d

ing I/
F to cond

i-
tions D

B
 - A

p
r 05

C
onsolid

ation of p
reviou

s 
release, com

p
letion of 

D
ataFlow

 functionality - 
Jun 05

C
om

p
letion of H

LT
 fu

nc-
tionality for cosm

ic-ray 
ru

n - Su
m

m
er 05

C
osm

ic-ray ru
n

(A
u

tum
n 06)

Final large-scale perform
-

ance and
 su

p
port for par-

titioning - M
ar 06

Final large-scale release - 
Jun 06

R
ead

y for cosm
ic-ray run 

- Su
m

m
er 06

L
H

C
 start-u

p
(A

p
r 07)

Final im
p

lem
en

tation 
read

y for tu
nin

g - D
ec 06

C
onsolid

ation of p
reviou

s 
release - D

ec 06
R

ead
y for initial physics 

ru
n - D

ec 06

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

300
18

  W
orkplan and schedule

yond the scop
e of this d

ocum
ent, w

hich specifically ad
d

resses the w
orkplan of the short-term

post-TD
R

 p
hase, characterised

 by the com
pletion of the stud

ies for the optim
ization of the

H
LT

/D
A

Q
 baseline, both in the D

ataFlow
 (Section

18.2.1) and
 in the H

LT
 (Section

18.2.2). T
he

D
etector C

ontrol System
 w

orkplan is outlined
 in Section

18.2.3, w
hile Section

18.2.4 lists som
e

of the other issues that w
ill be ad

dressed.

18.2.1
D

ataFlo
w

 w
o

rkp
lan

In the baseline d
esign, the flow

 of d
ata and of control m

essages betw
een the R

O
S and

 the H
LT

can be im
plem

ented
 u

sing bus-based
 or sw

itch-based data collection, for the aggregation of
d

ata from
 a num

ber of R
ead

 O
u

t L
inks into each port of the m

ain D
ataFlow

 netw
ork. W

ork up
to the Final D

esign R
eview

 (FD
R

) of the custom
 hard

w
are in the D

ataFlow
 (first qu

arter of 2004)
w

ill add
ress, w

ith high priority, the op
tim

ization of the d
ata flow

 at the R
O

S level.

A
s d

escribed
 in C

hapter
8, a full-system

 prototyp
e has been developed supp

orting sim
u

ltane-
ously the tw

o data-aggregation techniques, by m
eans of a R

O
B

in prototype w
ith tw

o R
ead

 O
ut

L
inks at the input, and output to both P

C
I-bu

s and
 G

E
th (see Section

8.1.3.2). Perform
ance

m
easurem

ents d
one on a prototype of the full H

LT/
D

A
Q

 architectu
re w

ith a size of ord
er 10%

of the final system
, as reported in C

hapter
8 and

 C
hap

ter
14, d

em
onstrate the overall viability of

the baseline architectu
re. T

he m
easurem

ent p
rogram

m
e is continuing w

ith the dep
loym

ent of a
nu

m
ber of R

O
B

in m
odu

les in the 10%
 prototype system

, allow
ing a d

irect com
parison of func-

tional and perform
ance aspects. This w

ill lead
 to the choice of the optim

al Inpu
t/

O
utput path

before the FD
R

 of the R
O

Bin, currently planned
 for the first quarter of 2004.

T
he resu

lts of the m
easurem

ents w
ill continue to be used in the discrete event m

od
elling aim

ed
at provid

ing a d
escription of the behaviou

r of the system
 scaled to the final size.

18.2.2
H

igh
-L

evel Trig
ger w

o
rkp

lan

T
he w

ork on the H
LT

 system
 up to the end

 of 2003 w
ill be focused on several principal areas

w
hich are d

iscu
ssed below

.

T
he LV

L2 and E
F testbeds, discu

ssed in Section
14.2, w

ill be exploitated
 d

uring the sum
m

er pe-
riod

 in ord
er to arrive at a com

plete set of m
easurem

ents concerning the functionality and
 per-

form
ance of the H

LT event-selection softw
are. T

his inform
ation, together w

ith the initial results
of physics-perform

ance stud
ies using the selection algorithm

s ru
nning in the selection-softw

are
fram

ew
ork, w

ill be analysed
 in an internal review

 cu
rrently planned for late O

ctober. T
he re-

view
 w

ill id
entify areas in the softw

are w
hich m

ay requ
ire op

tim
isation, partial re-im

plem
enta-

tion, or re-design. T
he review

 w
ill d

efine the end of the initial cycle —
 requirem

ents analysis,
d

esign, im
plem

entation, testing, and
 exp

loitation —
 w

hich characterises m
od

ern softw
are

projects. T
he second

, shorter, cycle w
ill be lau

nched
 im

m
ed

iately follow
ing the review

 w
ith a

view
 to com

pleting it a year later. D
uring this tim

e, the system
-exploitation phase w

ill includ
e

its use in the com
bined

 A
T

LA
S test-beam

 d
u

ring the su
m

m
er of 2004.

In parallel w
ith the testbed

 exp
loitation, further optim

ization stu
dies of the selection-softw

are
d

esign and
 im

plem
entation w

ill be d
one, as d

iscussed
 in Section

14.2.1. T
he resu

lts of these
stud

ies w
ill provid

e im
portant inp

ut to the review
.

D
ata are available from

 the prod
u

ction of large sam
ples of sim

ulated
 physics channels w

ith
noise and pile-u

p inclu
ded

. Exploitation of these d
ata u

sing the LV
L

2 and
 EF algorithm

s is now
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u
nd

erw
ay in order to optim

ize the im
plem

entation and
 tune the perform

ance of the selection
algorithm

s in term
s of signal efficiency, background-rate red

uction, and execu
tion tim

e. T
his

w
ill lead

 to an upd
ate of the num

bers presented in R
efs. [18-2], [18-3] and

 [18-4]. Initial results
are p

resented
 in this T

D
R

. T
his w

ork w
ill continu

e for the rest of this year and
 beyond

.

T
he H

LT
 system

 softw
are (u

sed
 to control the flow

 of d
ata to and from

 the H
LT

 algorithm
s, and

for the control and supervision of the H
LT

) is being tested
 in the testbed

s and also, cu
rrently (in

the case of the E
F), in testbeam

. T
he d

esign and im
plem

entation of these softw
are system

s w
ill

also be review
ed

 tow
ards the end

 of 2003 w
ith a view

 to having an up
dated

 d
esign and

 im
p

le-
m

entation by the m
id

d
le of 2004.

T
he p

urchase of the bu
lk of the H

LT
 com

puting and
 netw

ork hard
w

are w
ill take place at as late

a d
ate as p

ossible com
patible w

ith A
T

L
A

S installation and
 com

m
issioning requirem

ents as w
ell

as the L
H

C
 start-u

p schedu
le. T

his is d
one to benefit from

 the best possible price/p
erform

ance
ratio of the equ

ip
m

ent. T
he stand

ard
 su

b-farm
 racks, discussed

 in Section
5.5.11, w

ill need
 to be

p
rototyped

. T
his w

ork w
ill begin later this year w

ith a view
 to having a first rack p

rototype in
2004.

A
s m

entioned notably in Sections
1.5 and

 5.2.3.1.4, asp
ects of access to and

 u
se of the conditions

d
atabase, and

 connection of the T
D

A
Q

 system
 to the offline prom

p
t reconstru

ction and
 to

C
E

R
N

 m
ass storage system

 are not yet sufficiently defined
. T

hese issu
es have alread

y begu
n to

be ad
d

ressed
 w

ith the offline com
p

uting grou
p, and

 this w
ill continue into next year.

18.2.3
D

etector C
on

trol S
ystem

 w
orkp

lan

T
he D

C
S schedu

le is sum
m

arised
 in Figu

re
18-1.

18.2.3.1
Fron

t-E
nd

T
he p

rocess of prod
ucing the EL

M
Bs has started. A

t the beginning of the third
 qu

arter of 2003
the rad

iation qu
alification of the com

ponents w
ill be d

one, and
 fully-tested

 m
odu

les should
 be

ready at the end
 the last qu

arter of 2003. T
he softw

are for the E
L

M
B

 is being finalized
 and

 w
ill

be tested
 in the third

 quarter of 2003 before being loaded
 into the EL

M
B

 as part of the prod
uc-

tion process.

18.2.3.2
B

ack-E
nd

T
he Fram

ew
ork Softw

are that is built on top of the SC
A

D
A

 softw
are PV

SS is being review
ed

and the im
plem

entation of a re-d
esigned version w

ill start at the beginning of the third
 quarter

of 2003 in the fram
ew

ork of the JC
O

P p
roject. T

he core libraries and tools are expected
 by end

N
ovem

ber 2003. This final softw
are w

ill be used for the test-beam
 operation in 2004, at the

A
T

L
A

S pit for controlling the sub-d
etectors, and the experim

ental infrastru
ctu

re from
 m

id
-2004

onw
ard

s. In the beginning, each system
 w

ill operate stand
-alone. Integrated

 op
eration w

ill be
needed

 from
 the end

 of 2005 onw
ard

s. O
n this tim

escale, the overall supervisory system
 for co-

herent operation of the w
hole A

T
L

A
S exp

erim
ent from

 the m
ain control room

 w
ill be set u

p.
C

om
m

u
nication w

ith external system
s w

ill be need
ed in 2006 in ord

er to allow
 global com

m
is-

sioning of A
TL

A
S, and

 for the cosm
ic-ray run in the third

 qu
arter of 2006.
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18.2.4
O

th
er issu

es to
 b

e ad
d

ressed

D
uring the d

eploym
ent of the full-system

 H
LT

/D
A

Q
 prototypes for m

easu
rem

ents and op
tim

i-
zation of perform

ance, a num
ber of other issues w

ill be ad
d

ressed
 w

hich are im
portant for the

system
 functionality and

 the d
efinition of certain services. A

m
ongst these issues, the follow

ing
have so far been id

entified:

•
processor and p

rocess m
anagem

ent in the H
LT

 farm
s;

•
flow

 of d
ata in d

atabases (for produ
ction, cond

itions, configuration);

•
fault tolerance;

•
T

D
A

Q
 ou

tpu
t and

 com
pu

ting m
od

el viz., offline prom
p

t reconstruction and m
ass stor-

age;

•
u

se of rem
ote E

F sub-farm
s;

•
system

 scalability and robu
stness against variation of p

aram
eters, eg LV

L
2 rejection p

ow
-

er.

A
s an illu

stration, the last of the these p
oints is d

eveloped
 briefly here. T

he feasibility of the ar-
chitecture d

epend
s on a num

ber of assum
ptions regarding both external cond

itions (su
ch as the

d
ata volum

e of a region of interest) and
 extrapolations of m

easu
rem

ents perform
ed tod

ay. Fu
r-

ther stu
d

y of the robu
stness of the baseline architecture w

ith respect to reasonable, and
 m

aybe
foreseeable, variations of these assum

ptions w
ill be an item

 for the short-term
 post-T

D
R

 w
orkp-

lan.

Table
18-2 lists som

e of the key p
aram

eters for the architecture. For each p
aram

eter, the cu
rrent-

ly assum
ed

 value is given, and
 consequ

ences of the variations are d
iscussed

.

Tab
le

18-2  V
ariations of baseline param

eters.

P
aram

eter
C

u
rren

t valu
e

R
em

arks

R
oI d

ata volu
m

e
~

2%
Im

p
lications on R

O
L

–R
O

B
 aggregation factor, R

O
B

–R
O

S aggre-
gation factor, and

 LV
L

2 sw
itch size.

R
oI requ

est rate/
R

O
B

U
niform

 d
istri-

bu
tion

T
his w

ill not be the case. N
on-u

niform
 d

istribu
tions have been 

stu
d

ied
 extensively in Pap

er M
od

els. T
heir im

p
lications on the 

traffic pattern throu
gh the level-2 netw

ork need
 fu

rther stu
d

ies.

LV
L

2 accep
tance

30:1
A

 m
ore pessim

istic figu
re im

p
lies a higher rate into the E

B
 or a 

red
u

ction in the m
axim

u
m

 LV
L

1 rate that can be accep
ted

, hence 
an effect on the R

O
L

 and
 R

O
B

 aggregation factors and
 the 

nu
m

ber of SFIs. T
hu

s a large E
B

 netw
ork, as w

ell as a related
 

im
p

act (higher E
B

 rate) on the E
F farm

 size.

H
LT

 D
ecision 

tim
e/

event
10

m
s @

 L
evel-2

1
s @

 E
F

V
ariations of O

(10%
) have a corresp

ond
ing effect on the size of 

the farm
s and

 the related
 central (L

evel-2 or E
B

) netw
orks.

SFI Inp
u

t/O
ut-

pu
t cap

ability
70

M
byte/

s In
70 M

byte/
s O

u
t

Im
p

act the size of the E
B

 netw
ork (becau

se of ad
d

itional SFIs) 
Im

p
act the organization of the E

F farm
. L

ess events ou
tp

u
t by 

the SFI w
ill m

ean sm
aller su

b-farm
s (or m

ore SFIs p
er su

b-farm
)
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18.3
C

o
m

m
issio

nin
g

D
u

ring the d
etector installation, the correspond

ing read-out elem
ents w

ill have to be tested and
com

m
issioned. T

his section presents the strategy d
eveloped

 so that the d
etector com

m
issioning

requ
irem

ents can be m
et in p

arallel w
ith the com

m
issioning of the T

D
A

Q
 elem

ents them
selves.

A
n outline of the m

ost relevant aspects and issues of the H
LT

/D
A

Q
 com

m
issioning can be added here.

T
he d

etector com
m

issioning w
ill be d

one in three p
hases, nam

ely the readou
t of a single R

O
D

crate, the read
out of m

u
ltip

le R
O

D
 crates, and the read

ou
t of m

ultiple sub-d
etectors. T

he neces-
sary tools for the im

plem
entation of such a strategy are briefly d

escribed
 here. Som

e of these
tools are already available tod

ay and u
sed

 at the test beam
, in test bed

s, and at test sites.

A
 m

ore d
etailed

 d
escription of the com

m
issioning p

lan can be found
 in the relevant d

ocum
en-

tation of the A
T

L
A

S Technical C
oord

ination [18-5].

18.3.1
To

ols fo
r d

etecto
r co

m
m

ission
ing

18.3.1.1
R

O
D

-C
rate D

A
Q

T
he first need

 of a su
b-d

etector w
ill be to check the fu

nctionality of the front-end
 electronics via

the read
out FEL

s into R
O

D
 m

odu
les. For this first functionality check, the R

O
D

-C
rate D

A
Q

(R
C

D
) w

ill be used
. The R

C
D

 softw
are is being com

p
leted now

 and
 its exploitation on test beam

operations is starting. For the initial phase of d
etector com

m
issioning, it w

ill be a m
ature and

stable prod
u

ct.

T
he R

C
D

 is the m
inim

al infrastructure to read-
ou

t the sub-d
etectors’ R

O
D

s. The readou
t w

ill
be d

one initially via V
M

E
bus, by the R

O
D

C
rate C

ontroller (R
C

C
), as show

n in Figure
18-

2. D
ata processing can be d

one at the level of
the R

C
C

 or in an external w
orkstation (conect-

ed
 via E

thernet to the R
C

C
) running the R

O
S

app
lication. D

ata in the w
orkstation can then

be stored
 to disk. T

he necessary infrastructu
re

w
ill be in place in the u

nd
erground

 cou
nting

room
, inclu

ding the D
C

S, the TT
C

, the L
ocal

Trigger P
rocessors, and

 the C
onditions D

ata-
base for the storage of calibration d

ata.
F

ig
u

re
18-2  R

eadout of R
O

D
 m

odules via V
M

E
bus

b y the R
O

D
 C

rate C
ontroller
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T
he second step

 w
ill im

plem
ent the R

O
D

 rea-
d

out via the stand
ard

 R
ead O

ut L
ink (R

O
L

)
into a stand

-alone R
O

S, as in Figure
18-3. T

his
setup w

ill enable the d
ata integrity over the

R
O

Ls 
to 

be 
checked

 
sim

ultaneou
sly 

for 
a

nu
m

ber of R
O

D
s and is the first m

ajor step
 in

the d
etector —

 D
A

Q
 integration. T

he setup
m

entioned
 above is very sim

ilar to the one al-
read

y in use and
 w

ell tested
 at the H

8 A
T

L
A

S
test beam

.

18.3.1.2
R

ead
ou

t of m
u

ltiple R
O

D
 crates

In the second phase, d
ata taking from

 m
ultiple

R
O

D
 crates w

ill be im
plem

ented
. This w

ill allow
 the com

plete read
out of one or m

ore T
T

C
 par-

titions, requ
iring m

ultiple R
O

S units and
 a m

inim
al E

vent B
uilder. In all cases the storage of the

d
ata to d

isk or to the C
ond

itions D
atabase w

ill be allow
ed

 (Figure
18-4).

18.3.1.3
R

ead
ou

t of m
u

ltiple su
b

-detecto
rs

In preparation for the cosm
ic-ray ru

n and
 d

uring the final phase of the A
TL

A
S C

om
m

issioning,
there w

ill be the need for read
ing out several su

b-d
etectors sim

u
ltaneously. The tim

e scale for
these operations m

atches the tim
e scale for the com

pletion of installation of the final T
D

A
Q

 ele-
m

ents. A
 possible configuration for the read

out of m
ore than one sub-d

etector is very sim
ilar to

the one p
resented

 in Figure
18-4. T

he num
ber of hardw

are elem
ents involved

 m
ay vary signifi-

cantly, how
ever the m

ajor change w
ill be the ad

d
ition of E

vent Filter sub-farm
s (only need

ing
m

inim
al processing p

ow
er) to com

plete the d
ataflow

 chain. In the case of m
ultip

le sub-d
etector

read
out, the C

T
P infrastructure and

 the D
C

S supervisor w
ill also be needed

.

A
dd reference to (and som

e text from
) the recent session at A

thens on com
m

issioning w
ith cosm

ics...

F
ig

u
re

18-4  R
ead

out of m
u

ltip
le R

O
D

 crates via R
O

L
s w

ith a m
inim

al E
vent Bu

ild
ing infrastru

c-
tu

re

F
ig

u
re

18-3  R
eadout of R

O
D

 M
odules via R

O
Ls con-

n ected to a m
inim

al R
O

S
 system
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18.4
R

eferences 

18-1
A

T
L

A
S installation sched

u
le

18-2
A

T
LA

S H
igh-Level Triggers, D

A
Q

 and D
C

S Technical P
roposal, C

E
R

N
/

L
H

C
C

/
2000-17 (2000)

18-3
S. Tap

p
rogge, P

hysics R
equirem

ents for the A
T

LA
S Trigger, P

resentation to L
H

C
C

 M
eeting, 

M
arch

 2002,
http

:/
/

agen
d

a.cern.ch/
askA

rchive.p
hp

?base=
agend

a&
categ=

a02381&
id

=
a02381s1t2/

transp
aren

cies

18-4
S. Tap

p
rogge, A

T
LA

S R
ates, P

resentation to L
H

C
C

 M
eeting, M

ay 2002,
http

:/
/

agen
d

a.cern.ch/
askA

rchive.p
hp

?base=
agend

a&
categ=

a02443&
id

=
a02443s1t2/

transp
aren

cies

18-5
A

T
L

A
S Techn

ical C
o-ord

ination, A
T

LA
S C

om
m

issioning - Sub-D
etectors needs of T

D
A

Q
 for 

readout, A
T

C
-T

D
-IN

-0002 (2003),
http

s:/
/

ed
m

s.cern.ch
/

file/
375183/

1/
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A
P

ap
er m

odel resu
lts

A
.1

LV
L

1 trigg
er m

enu

T
he exclu

sive rates for the d
ifferent LV

L1 trigger m
enu item

s are specified in Table
A

-1. E
.m

./
gam

m
a (E

M
, the I refers to ‘isolated

’), m
uon (M

U
), jet (J) and had

ron (TA
U

) R
oIs are identified

and labelled
 w

ith the LV
L1 transverse m

om
entum

 threshold. X
E

 refers to the LV
L

1 m
issing en-

ergy trigger. For a d
iscu

ssion of these m
enu

s see C
hapter

4, "P
hysics selection strategy" (N

B
:

5
kH

z of ‘O
ther item

s’ are not taken into account).

A
.2

E
vent fragm

ent sizes

E
stim

ates of the fragm
ent sizes are p

resented
 in Table

A
-2. To each fragm

ent a R
O

D
 head

er and
trailer (together 48

B
ytes) and

 a R
O

B
In head

er (56
B

ytes) are add
ed

. A
 R

O
S su

bsystem
 in gener-

al concatenates several fragm
ents and

 then ad
ds a 52

Byte R
O

S head
er. The D

ata C
ollection

softw
are and

 the netw
ork p

rotocol w
ill ad

d
 further head

ers (36
B

ytes for the D
ata C

ollection
softw

are, 30
B

ytes for raw
 E

thernet w
ith V

LA
N

 tag) w
hich are rem

oved
 on receip

t of the d
ata.

Tab
le

A
-1  E

xclusive rates for the LV
L1 trigger m

enu item
s. F

or item
s w

here tw
o possibilities are indicated, the

latter one corresponds to the design lum
inosity m

enu item
.

LV
L1 Trig

g
er m

en
u

 item
L

o
w

 lu
m

in
osity (kH

z)
D

esig
n lu

m
in

o
sity (kH

z)

M
U

20
0.8

4.0

2 M
U

6
0.2

1.0

M
U

10
+

E
M

15I
0.1

0.4

E
M

25I (E
M

30I)
12.0

22.0

2 E
M

15I (2 E
M

20I)
4.0

5.0

J200 (J290)
0.2

0.2

3J90 (3J130)
0.2

0.2

4J65 (4J90)
0.2

0.2

J60
+

X
E

60 (J100
+

X
E

100)
0.4

0.5

TA
U

25
+

X
E

30 (TA
U

60
+

X
E

60)
2.0

1.0
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A
.3

P
aram

eters relevant for LV
L2 p

ro
cessing

T
he LV

L
2 processing consists of several step

s and
 after each step a decision is taken on w

hether
d

ata from
 other subdetectors w

ithin the region-of-interest shou
ld

 be requested
 for further anal-

ysis. Table
A

-3 show
s the su

bd
etector d

ata requested
 by different procesing steps of the LV

L
2

trigger for the four d
ifferent types of R

oIs. T
he associated acceptance factors are also sp

ecified
in the table. A

s the LV
L

1 trigger d
efines a finite num

ber of possible R
oI locations, the d

ata rates
can be estim

ated
 using these factors along w

ith inform
ation on the sizes and

 locations of the re-
gions-of-interest, and

 the m
apping of the d

etector on the R
O

Bins. A
 sm

all region in eta-phi
space correspond

s to each location. A
 hit in this region satisfying ap

prop
riate LV

L
1 trigger crite-

ria generates a R
oI w

ith a location correspond
ing to the region. T

he relative R
oI rate for each lo-

cation is assu
m

ed
 to be prop

ortional to the su
rface of this region, w

hile the sum
 of the rates for

all p
ossible locations shou

ld be equal to the LV
L

1 m
enu R

oI rate. T
his m

akes it possible to d
eter-

m
ine the rate for each possible location. In com

bination w
ith the R

oI sizes (see Table
A

-4) and
the m

apping of the d
etector on the R

O
B

Ins, the R
oI d

ata requ
est rates for each R

O
B

In can be
calcu

lated.

In ord
er to establish the processing resources need

ed
 for the LV

L
2 trigger the algorithm

 execu-
tion tim

es and the overhead
s for sending requests and

 receiving data are need
ed

. See Table
A

-5
for current estim

ates, assu
m

ing execu
tion on 4

G
H

z m
achines. T

he num
bers specified includ

e
estim

ates of the tim
e needed

 for d
ata preparation. Furtherm

ore, for each E
thernet fram

e sent
and

 received overhead
s of 4

µs and
 8

µs respectively are taken into account. T
hese valu

es have
been estim

ated from
 m

easurem
ent results for the SFI (see Section

8.3.2.3). T
he processing step

Tab
le

A
-2  E

stim
ates of m

axim
um

 data fragm
ent sizes in bytes. 

S
u

bd
etecto

r
N

u
m

ber o
f 

R
O

L
s

P
articipatin

g 
in

 LV
L

2
L

o
w

 lu
m

in
o

sity
(2

×
10

33
cm

−2
s

−1)
D

esig
n

 lu
m

ino
sity

(1
×

10
34

cm
−2

s
−1)

P
ixels

120
Y

E
S

200
500

SC
T

92
Y

E
S

300
1100

T
R

T
256

Y
E

S
300

1200

E
.m

. calorim
eter

724
Y

E
S

752
752

H
ad

ron calorim
eter

32 (Tilecal)
Y

E
S

752
752

24 (L
A

r)
Y

E
S

752
752

M
u

on p
recision

192
Y

E
S

800
800

M
u

on trigger (R
P

C
s and

 
T

G
C

s)
48

Y
E

S
380

380

C
SC

32
N

O
200

200

FC
A

L
16

N
O

1400
1400

LV
L

1
56

N
O

1200 (average)
1200 (average)

Total event size, raw
1006864

1346864

Total event size, w
ith head

ers
1183352

1523352
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resu
lting in a d

ecision is assum
ed to take 50

µs. M
erging of event fragm

ents into a larger frag-
m

ent suitable for inpu
t to the algorithm

s is assu
m

ed
 to proceed

 at 160
M

byte/
s.

Tab
le

A
-3  S

ubdetector data requested by different processing steps of the LV
L2 trigger for the different types of

R
oIs and associated acceptance factors. T

he acceptance factors are relative to the LV
L1 R

oI rate.

Typ
e o

f R
o

I
F

irst step
A

ccep
tan

ce 
factor

S
eco

n
d

 step
A

ccep
tan

ce 
facto

r
T

h
ird step

E
M

E
.m

. calorim
e-

ter
0.19 (d

esign 
lu

m
.: 0.16)

H
ad

ron calo-
rim

eter
0.11 (d

esign 
lum

.: 0.16)
T

R
T

 /
SC

T
/

P
ix-

els

JE
T

E
.m

. and
 

had
ron calo-

rim
eters

1.0

TA
U

E
.m

. and
 

had
ron calo-

rim
eters

0.2
T

R
T

 /
SC

T
/

Pix-
els

M
U

O
N

M
u

on p
reci-

sion and
 trig-

ger d
etectors

0.39
SC

T
/

P
ixels

0.086
E

.m
. and

 
had

ron calo-
rim

eters (only 
for d

esign 
lu

m
inosity)

Tab
le

A
-4  LV

L2 R
oI sizes

Typ
e o

f R
o

I
S

ize in
 eta

S
ize in

 p
h

i

E
M

0.2
0.2

JE
T

0.8
0.8

TA
U

0.2
0.2

M
U

O
N

~
0.3–0.4 (d

ep
end

s 
on d

etector)
~

0.1–0.4 (sm
allest 

in m
u

on and
 in 

inner d
etector)

Tab
le

A
-5  E

stim
ated execution tim

es (in m
s) of LV

L2 algorithm
 steps on a 4

G
H

z processor, for low
 and design

lum
inosity respectively. T

he estim
ated tim

e needed for data preparation has been included in the R
oI process-

ing tim
es. T

he algorithm
 execution tim

es are the m
_95 values (see chapter...).

Typ
e o

f R
o

I o
r 

trig
g

er
M

u
o

n
 

d
etecto

rs
C

alo
rim

eters
T

R
T

S
C

T
 + P

ixels

E
M

0.088/
0.123 (e.m

.)
0.023/

0.032 (had
ron)

8.33/
24.56

1.36/
3.88

JE
T

0.68/
0.68

TA
U

0.044/
0.061 (e.m

.)
0.011/

0.016 (had
ron)

8.33/
24.56

1.36/
3.88

M
U

O
N

0.5/
0.5

0.044/
0.061 (e.m

.)
0.011/

0.016 (had
ron)

8.33/
-- 

1.36/
3.88
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A
.4

P
aram

eters relevant for E
ven

t B
uild

er and
 E

vent Filter

E
vents need

 to be fu
lly built at a rate equ

al to the accep
tance rate of the LV

L
2 trigger (0.6 or

1.5
kH

z) and then to be analysed
 by the Event Filter. The E

vent Filter is expected
 to red

uce the
rate by a factor of 10 (see ch....) w

ith a typ
ical p

rocessing tim
e of one second

 p
er event, w

hich re-
quires a farm

 of at least 300 or 750 du
al-C

PU
 P

C
s.

A
.5

D
ata rate sum

m
aries

T
he LV

L
2 system

 and the E
vent B

uild
er both send

 requ
ests for d

ata to the R
O

B
Ins. T

he rate of
the requests from

 the Event Bu
ild

er is equal to the event build
ing rate, i.e. 0.6 or 1.5

kH
z at nom

-
inal LV

L
1 trigger rate. T

he LV
L2 request rate per R

O
B

In for a given su
bd

etector, averaged
 over

all R
O

BIns, and
 the average nu

m
ber of requ

ests for the R
O

BIn w
ith the highest average are p

re-
sented

 in Table
A

-6. T
he total d

ata volum
e (data sent to the LV

L2 trigger and
 to the E

vent Bu
ild

-
er) ou

tput per R
O

BIn for a given subd
etector, averaged

 over all R
O

B
Ins, and

 the volum
e output

for the R
O

B
In w

ith the highest average are p
resented

 in Table
A

-7. Sim
ilar nu

m
bers are given in

Table
A

-8 and Table
A

-9 for R
O

S u
nits handling d

ata from
 12 R

O
L

s (for each subd
etector,

groups of 12 R
O

L
s have been form

ed
, w

ithout regard
 for the partitioning of the su

bdetector; for
cases w

here the nu
m

ber of R
O

L
s is not a m

ultiple of 12, the R
O

S u
nit w

ith less than 12 R
O

L
s

connected
 has not been includ

ed in the calcu
lation of the averages). D

ata C
ollection and

 R
aw

E
thernet w

rapp
ers have been taken into accou

nt in the d
ata volum

es ou
tpu

t by the R
O

S u
nits.

. Tab
le

A
-6  LV

L2 request rate per R
O

B
In in kH

z at nom
inal LV

L1 rate. H
ere ‘overall average’ denotes an aver-

age over all R
O

B
Ins and ‘m

axim
um

 average’ is an average for the R
O

B
In w

ith the highest average num
ber of

requests

L
u

m
in

o
sity

M
u

o
n

 
trig

g
er

M
uo

n
 

p
recisio

n
E

.m
. ca-

lo
rim

eter
H

ad
r. ca-

lo
rim

eter
T

R
T

S
C

T
P

ixels

L
ow

 
(overall average)

0.02
0.04

0.41
0.27

0.03
0.11

0.13

L
ow

 
(m

ax. average)
0.04

0.06
1.49

0.40
0.04

0.15
0.20

D
esign 

(overall average)
0.10

0.22
0.60

0.31
0.01

0.27
0.34

D
esign 

(m
ax. average)

0.20
0.30

2.19
0.45

0.02
0.37

0.49
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Tab
le

A
-7  O

utput data volum
e per R

O
B

In in M
byte/s (LV

L2 data and data sent to the E
vent B

uilder) at nom
inal

LV
L1 rate. H

ere ‘overall average’ denotes an average over all R
O

B
Ins and ‘m

axim
um

 average’ is an average for
the R

O
B

In w
ith the highest average num

ber of requests.

Lu
m

in
o

sity
M

u
o

n
 

trig
g

er
M

u
o

n 
p

recisio
n

E
.m

. ca-
lo

rim
eter

H
ad

ron
 

ca-
lo

rim
eter

T
R

T
S

C
T

P
ixels

L
ow

 
(overall average)

0.56
0.31

0.86
0.75

0.26
0.29

0.22

L
ow

 
(m

ax. average)
0.58

0.32
1.79

0.86
0.26

0.30
0.24

D
esign 

(overall average)
1.45

0.83
1.80

1.55
1.97

2.13
1.11

D
esign 

(m
ax. average)

1.53
0.87

3.15
1.67

1.98
2.25

1.20

Tab
le

A
-8  LV

L2 request rate per R
O

S
 unit (12 R

O
Ls) in kH

z. H
ere ‘overall average’ denotes an average over

all R
O

B
Ins and ‘m

axim
um

 average’ is an average for the R
O

B
In w

ith the highest average num
ber of requests

Lu
m

in
o

sity
M

u
o

n
 

trig
g

er
M

u
o

n 
p

recisio
n

E
.m

. ca-
lo

rim
eter

H
adr. ca-

lo
rim

eter
T

R
T

S
C

T
P

ixels

L
ow

 
(overall average)

0.2
0.4

2.4
1.9

0.2
0.8

1.0

L
ow

 
(m

ax. average)
0.3

0.5
4.3

2.1
0.3

0.9
1.5

D
esign 

(overall average)
0.9

1.9
3.6

2.1
0.1

2.0
2.6

D
esign 

(m
ax. average)

1.4
2.4

6.4
2.4

0.1
2.2

3.9

Tab
le

A
-9  O

utput data volum
e per R

O
S

 unit (12 R
O

Ls) in M
byte/s (LV

L2 data and data sent to the E
vent

B
uilder) at nom

inal LV
L1 rate. H

ere ‘overall average’ denotes an average over all R
O

B
Ins and ‘m

axim
um

 aver-
age’ is an average for the R

O
B

In w
ith the highest average num

ber of requests.

Lu
m

in
o

sity
M

u
o

n
 

trig
g

er
M

u
o

n 
p

recisio
n

E
.m

. ca-
lo

rim
eter

H
ad

ron
 

ca-
lo

rim
eter

T
R

T
S

C
T

P
ixels

L
ow

 
(overall average)

6.9
3.9

10.9
9.4

3.2
3.7

2.9

L
ow

 
(m

ax. average)
7.1

4.0
14.1

10.1
3.2

3.8
3.1

D
esign 

(overall average)
17.9

10.5
22.5

19.3
24.3

26.6
14.0

D
esign 

(m
ax. average)

18.6
10.8

27.2
20.1

24.3
27.5

14.9
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A
.6

O
verview

 o
f pap

er m
o

del resu
lts

Table
A

-10 and
 Table

A
-11 contain an overview

 of resu
lts obtained

 w
ith the paper m

odel for the
nom

inal LV
L

1 rate and
 extrapolated to 75

kH
z LV

L
1 rate respectively.

Tab
le

A
-10  O

verview
 of paper m

odel results for the nom
inal LV

L1 trigger rate

L
o

w
 lu

m
ino

sity
D

esig
n

 lu
m

in
o

sity 

LV
L

1 trigger rate (kH
z)

20.1
34.5

A
verage nu

m
ber of R

O
B

ins receiving a R
oI 

requ
est, p

er LV
L

1 trigger
17.9

16.2

A
verage nu

m
ber of group

s of 12 R
O

B
Ins 

receiving a R
oI requ

est, p
er LV

L
1 trigger

9.0
8.5

M
axim

u
m

 average ou
tp

u
t band

w
id

th
(for LV

L
2 and

 E
vent B

u
ild

er d
ata)

per R
O

B
In (M

byte/
s)

1.8
3.2

M
axim

u
m

 average R
oI

requ
est rate p

er R
O

B
In (kH

z)
1.5

2.2

M
axim

u
m

 average ou
tp

u
t band

w
id

th
(for LV

L
2 and

 E
vent B

u
ild

er d
ata)

per 12 R
O

B
Ins (M

byte/
s) 

14.1
27.2

M
axim

u
m

 average R
oI

requ
est rate p

er 12 R
O

B
Ins (kH

z)
4.3

6.4

Total band
w

id
th of LV

L
2 traffic (G

byte/
s)

0.31
0.52

LV
L

2 farm
 size

32
65

Fragm
ent rate in =

 request rate ou
t p

er L
2P

U
 

(kH
z)

5.7
4.5

Fragm
ent volu

m
e in p

er L
2P

U
 (M

byte/
s)

9.9
7.7

D
ecision rate p

er L
2P

U
 (kH

z)
0.63

0.53

Total band
w

id
th of traffic to E

vent B
uild

er 
(G

byte/
s)

0.72
2.3

E
vent B

u
ild

ing rate (kH
z)

0.6
1.5

N
um

ber of SFIs requ
ired

12
38
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Tab
le

A
-11  O

verview
 of paper m

odel results for 75
kH

z LV
L1 trigger rate

L
o

w
 lu

m
in

o
sity

D
esig

n
 lum

in
o

sity 

A
verage num

ber of R
O

B
Ins receiving a R

oI 
requ

est, p
er LV

L
1 trigger

17.9
16.2

A
verage num

ber of grou
ps of 12 R

O
B

Ins 
receiving a R

oI requ
est, per LV

L
1 trigger

9.0
8.5

M
axim

u
m

 average ou
tp

u
t band

w
id

th
(for LV

L
2 and

 E
vent B

uild
er d

ata)
p

er R
O

B
In (M

byte/
s)

6.7
6.9

M
axim

u
m

 average R
oI

requ
est rate p

er R
O

B
In (kH

z)
5.6

4.8

M
axim

u
m

 average ou
tp

u
t band

w
id

th
(for LV

L
2 and

 E
vent B

uild
er d

ata)
p

er 12 R
O

B
Ins (M

byte/
s) 

53
59.

M
axim

u
m

 average R
oI

requ
est rate p

er 12 R
O

B
Ins (kH

z)
16

14

Total band
w

id
th of LV

L
2 traffic (G

byte/
s)

1.2
1.1

LV
L

2 farm
 size

120
140

Fragm
ent rate in =

 requ
est rate out p

er L
2P

U
 

(kH
z)

5.7
4.5

Fragm
ent volu

m
e in p

er L
2PU

 (M
byte/

s)
9.8

8.0

D
ecision rate p

er L
2P

U
 (kH

z)
0.63

0.54

Total band
w

id
th of traffic to E

vent B
u

ild
er 

(G
byte/

s)
2.7

5.0

E
vent B

u
ild

ing rate (kH
z)

2.2
3.3

N
u

m
ber of SFIs requ

ired
45

82
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B
G

lossary

T
he glossary has been split into tw

o sections, one w
ith acronym

s and their m
eaning, and

 anoth-
er w

ith actual d
efinitions of som

e term
s.

B
.1

A
cro

nym
s

A
P

I  
A

pplication Program
 Interface

A
S

IC
  

A
pplication Sp

ecific Integrated C
ircuit

A
T

L
A

S
  

A
 Toroidal L

H
C

 A
pp

aratus

B
C

B
unch C

rossing

B
C

ID
B

unch C
rossing Id

entifier

B
C

R
B

unch C
ou

nter R
eset

B
E

  
B

ack-E
nd

C
A

N
C

ontroller A
rea N

etw
ork

C
B

R
C

onstant Bit R
ate

C
B

Q
  

C
lass Base Q

ueu
ing

C
E

R
N

  
E

urop
ean L

aboratory for Particle Physics

C
F

  
C

onnect Foru
m

C
F

S
  

C
om

p
lex Front-end

 System
s

C
IC

C
om

m
on Infrastructure C

ontrols

C
M

A
  

C
oincid

ence M
atrix

C
M

C
  

C
om

m
on M

ezzanine C
ard

C
M

T
  

C
onfiguration M

anagem
ent Tool

C
o

n
d

D
B

  
C

ond
itions D

atabase

C
o

n
fD

B
  

C
onfiguration D

atabase

C
O

R
B

A
  

C
om

m
on O

bject R
equ

est B
roker A

rchitecture

C
O

T
S

  
C

om
m

od
ity/C

om
m

ercial O
ff-T

he-Shelf

C
P

  
C

luster Processor

C
S

C
  

C
athod

e Strip
 C

ham
ber

C
T

P
  

C
entral Trigger Processor

D
A

L
  

D
ata A

ccess Library

D
A

Q
  

D
ata A

cquisition System

D
B

M
S

  
D

atabase M
anagem

ent System

D
C

D
ata C

ollection

D
C

S
  

D
etector C

ontrol System
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D
D

C
D

A
Q

-D
C

S C
om

m
u

nication

D
D

C
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T
  

D
D
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 C

ontrol Transfer

D
D

C
-D

T
  

D
D
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 D

ata Transfer

D
D

C
-M

T
  

D
D

C
 M

essage Transfer

D
F

  
D

ataFlow
 System

D
F

M
  

D
ata Flow

 M
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D
ID

D
estination Id

entifier

D
IG

  
D

etector Interface G
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D
M

A
  

D
irect M

em
ory A

ccess

D
S

A
  

D
iagnostics Su

pervision A
gent

D
S

P
  

D
igital Signal Processor

D
S

S
  

D
etector Safety System

D
V

S
  

D
iagnostics and V

erification System

E
B

  
Event Bu

ild
er

E
B

N
  

EB
 N

etw
ork

E
C

A
L

  
Electrom

agnetic C
alorim

eter

E
C

R
  

Event C
ounter R

eset

E
D

  
Event D

um
p

E
D

M
  

Event D
ata M

odel

E
F

  
Event Filter

E
F

D
  

Event Filter D
ata flow

E
F

L
  

Event Form
at L

ibrary

E
F

N
  

EF N
etw

ork

E
F

P
U

  
EF Processing U

nit (p
rocessor)

E
H

  
Event H

and
ler

E
L

1ID
  

Extended
 L

evel-1 ID

E
L

M
B

  
E

m
bed

d
ed

 L
ocal M

onitor B
oard

E
M

B
  

Electrom
agnetic Barrel

E
M

E
C

  
Electrom

agnetic End
cap

E
M

S
  

Event M
onitoring Service

E
R

S
  

Error R
ep

orting Service

E
S

A
  

Eu
ropean Space A

gency

E
S

S
  

Event Selection Softw
are

E
V

S
  

Event V
iew

ing System

F
C

  
Flow

 C
ontrol
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F
C

A
L

  
Forw

ard
 C

alorim
eter

F
D

R
  

Final D
esign R

eview

F
E

  
Front-E

nd

F
E

C
  

Front-E
nd

 C
ontroller

F
E

L
  

Front-E
nd

 Link

F
IL

A
R

  
Four Inpu

t Links for A
T

LA
S R

ead
out

F
P

G
A

  
Field P

rogram
m

able G
ate A

rray

F
S

M
  

Finite State M
achine

G
C

S
  

G
lobal C

ontrol Station

G
ID

  
G

lobal event Identifier

H
E

C
  

H
ad

ronic E
nd

cap C
alorim

eter

H
LT

  
H

igh Level Trigger

H
M

I  
H

u
m

an M
achine Interface

H
O

L
  

H
ead

 O
f Line

H
O

L
A

  
H

igh-speed
 O

ptical L
ink for A

T
L

A
S

ID
Inner D

etector

ID
C

Identifiable C
ontainer

IG
U

I  
Integrated

 G
raphical U

ser Interface

IL
U

  
Inter-L

anguage U
nification system

IO
M

  
I/O

 M
odu

le

IO
V

  
Interval O

f V
alidity

IP
  

Interaction P
oint

IP
  

Internet P
rotocol

IP
C

Inter-P
rocess C

om
m

unication

IP
C

_R
E

F
_F

IL
E

  
IPC

 R
eference File

IS
  

Inform
ation System

JC
O

P
  

Joint C
ontrols Project

JD
B

C
  

Java D
atabase C

onnectivity

JE
P

  
Jet Energy Processor

L
1A

  
LV

L
1 accep

t

L
1ID

  
LV

L
1 Trigger A

ccep
t Id

entifier

L
2N

  
LV

L
2 N

etw
ork

L
2P

  
LV

L
2 Processor

L
2P

U
  

L
evel-2 P

rocessing U
nit (application)

L
2S

V
  

L
evel-2 Su

pervisor
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L
A

r  
Liquid A

rgon

L
A

N
  

Local A
rea N

etw
ork

L
B

S
F

  
Local B

uffering and Storage Facility

L
C

G
  

LH
C

 C
om

p
uting G

rid

L
C

S
  

Local C
ontrol Station

L
D

C
  

Link D
estination C

ard

L
H

C
  

Large H
ad

ron C
ollid

er

LV
L

1  
Level-1 trigger system

LV
L

2  
Level-2 trigger system

L
S

C
  

L
ink Source C

ard

LT
P

  
L

ocal Trigger Processor

L
U

T
  

Look-U
p Table

M
A

C
  

M
ed

ia A
ccess C

ontrol

M
D

T
  

M
onitored D

rift Tube

M
R

S
  

M
essage R

ep
orting System

M
S

S
M

  
M

inim
al Sup

erSym
etric M

odel

M
T

T
F

  
M

ean Tim
e To Failu

re

N
IC

N
etw

ork Interface C
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O
B

K
  

O
nline B

ook K
eeper

O
D

B
C

  
O

p
en D

atabase C
onnectivity

O
H

S
  

O
nline H

istogram
m

ing Service

O
K

S
  

O
bject K

ernel Su
p

port

O
L

E
  

O
bject L

inking and
 Em

bed
d

ing

O
M

G
  

O
bject M

anagem
ent G

rou
p

O
P

C
  

O
L

E for P
rocess C

ontrol

O
S

F
  

O
nline Softw

are Farm

O
S

N
  

O
nline Softw

are N
etw

ork

P
C

I  
Peripheral C

om
ponent Interconnect

P
D

R
  

Prelim
inary D

esign R
eview

P
E

S
A

  
Physics and

 E
vent Selection A

rchitectu
re

P
ID

  
Partition Id
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P
L

C
  

P
rogram

m
able L

ogic C
ontroller

P
M

G
  

Process M
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P
P

Pre-Processor

p
R
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S

  
pseu

d
o-R

O
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P
R

R
  

Produ
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eadiness R
eview

P
S

C
  

PE
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 Steering C
ontroller

P
T

  
Processing Task

Q
o

S
  

Q
u

ality of Service

R
C

R
u

n C
ontrol System

R
C

C
R

O
D

 C
rate C

ontroller

R
C

M
  

R
O

D
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rate M
od
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R
C

P
  

R
O
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rate Processor

R
C

W
  

R
O
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R
D

B
R

em
ote D
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R
D

O
  

R
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 D
ata O
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R
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R
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R
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R
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rce M
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R
O

B
  

R
ead
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R
O

B
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R
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t

R
O

C
  

R
ead
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p
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O
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R
O

D
  

R
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u

t D
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R
o
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R
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R
o
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R
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R
O
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R
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R
O
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R
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O
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R
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P
  

R
ational U

nified
 Process

S
C

A
D

A
  

Sup
ervisory C

ontrol and
 D

A
Q

S
C

S
  

Sub-system
 C

ontrol Station

S
C

T
  

Silicon Tracker

S
C

X
  

Surface control room

S
D

P
  

Softw
are D
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R
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S
F
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u
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S
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P
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T
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P
  

Transm
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T
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A
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/
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C
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T
D

R
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esign R

ep
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T
E
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T
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C
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 C
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T
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M

G
R
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T
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G
R
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T
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F
  

Tim
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T
R

G
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p

lem
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O
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T
R

T
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T
T

C
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 C
ontrol (T
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T
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C
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T
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C
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C
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U
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P
  

U
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atagram
 P
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U
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U
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U
S

15  
U
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U
S

A
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U
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U
X

15  
E

xperim
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V
L

A
N

  
V

irtual L
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rea N
etw

ork

W
R

R
W

eighted
 R

ound R
obin

X
M

L
  

Extensible M
arkup L

anguage

B
.2

D
efinition

s

B
u

n
ch

 C
ro

ssin
g

 Id
en

tifier (B
C

ID
)

N
um

ber that d
efin

es the bun
ch

 crossin
g at w

hich
 an event occurred

.
Potential bu

nch crossings are nu
m

bered
 0 to 3563 p

er L
H

C
 orbit, starting

w
ith the first follow

ing the LH
C

 extractor gap.



A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

B
  G

lossary
321

B
u

n
ch

 C
o

u
n

ter R
eset (B

C
R

)
Signal B

road
cast by the T

T
C

 system
 once per L

H
C

 orbit to control the
phase of local bunch counters.

B
ack-E

n
d

 (B
E

)  
Part of the D

C
S system

 fu
rthest from

 the d
etector (as op

posed
 to Front-

E
nd

)

C
en

tral Trig
g

er P
ro

cesso
r (C

T
P

)
T

he place w
here the LV

L
1 trigger is generated

.

C
o

n
d

itio
n

s d
atab

ase (C
o

n
d

D
B

)
T

he conditions d
atabase contains the record of the d

etector conditions
required

 for data analysis, e.g. calibration and
 geom

etry constants.

C
o

n
fig

u
ratio

n
 d

atab
ases (C

o
n

fD
B

)
T

he configu
ration d

atabases store the param
eters necessary to configure

the T
D

A
Q

 system
's architecture, hardw

are and
 softw

are com
ponents, and

running m
od

es.

T
D

A
Q

 R
u

n
 o

r R
u

n
A

 continu
ous period in tim

e of d
ata taking u

sing a given hard
w

are and
softw

are configuration and
 a d

efined set of run param
eters. It is identified

by a unique run num
ber. T

he run begins w
hen the T

D
A

Q
, detectors and

other su
b-system

s are correctly configured
 and the m

achine cond
itions are

acceptable. A
 run term

inates either cleanly w
hen the p

re-defined
 goals of

the run are m
et (e.g. a certain nu

m
ber of events have been taken) or aborts

w
hen a serious unexpected

 problem
 occurs (e.g. loose the beam

 or the
m

achine cond
itions are u

nacceptable etc.) or w
hen the configu

ration of the
partition changes.

D
ataC

o
llectio

n
 (D

C
)D

ataC
ollection 

is a 
subsystem

 
of the 

A
tlas 

T
D

A
Q

 
D

ataFlow
 

system
responsible for the m

ovem
ent of event d

ata from
 the R

O
S to the H

igh
L

evel Triggers. T
his includ

es d
ata from

 R
egions of Interest (R

oIs) for LV
L

2
Processing, bu

ild
ing com

plete events for the E
vent Filter and

 finally trans-
ferring accepted

 events to M
ass Storage. It also hand

les p
assing the LV

L
1

R
oI pointers and

 the allocation of LV
L

2 p
rocessors and

 load balancing of
E

vent B
uild

ing.

D
ataC

o
llectio

n
 F

ram
ew

o
rk

A
 set of services used by all LV

L
2 and

 E
B applications, w

hich provides a
unified p

rogram
 structure and com

m
on interfaces to C

onfiguration D
ata-

base, R
un C

ontrol and
 other O

nline Softw
are services.

D
ata F

lo
w

 M
an

ag
er (D

F
M

)
T

he D
FM

 orchestrates the correct flow
 of d

ata fragm
ents betw

een R
O

Ss
and

 SFIs. It is triggered
 by the L

2SV, load balances the event build
ing tasks

on the SFIs and
 ensures that the R

O
Ss d

o not overflow
 their internal m

em
-

ory bu
ffers.

D
ata F

lo
w

 system
 (D

F
)

System
 com

p
rising the R

O
S and

 D
C

 H
LT subsystem

s.

A
T

LA
S

Technical D
esign R

eport
H

igh-Level Triggers, D
A

Q
 and D

C
S

30 June 2003

322
B

  G
lossary

D
etecto

r C
o

n
tro

l S
ystem

 (D
C

S
)

It com
p

rises the control of the subd
etectors and

 of the com
m

on infrastru
c-

ture of the experim
ent and

 the com
m

unication w
ith the services of C

E
R

N
(cooling, ventilation, electricity d

istribution, safety etc.) and the L
H

C
 accel-

erator.

D
iag

n
o

stic packag
e (D

V
S

)
This elem

ent uses the test m
anager to d

iagnose problem
s w

ith the TD
A

Q
system

 and
 confirm

 its functionality.

E
ven

t
A

ll R
O

B fragm
ents from

 the sam
e beam

 crossing. Identified
 by run

num
ber and

 G
ID

 after event building.

E
ven

t B
u

ild
er (E

B
)

Part of the D
F system

, it m
erges all the fragm

ents belonging to a u
niqu

e
EL

1ID
 into a fu

ll event at a single destination and
 assigns a G

ID
.

E
ven

t C
o

u
n

ter R
eset (E

C
R

)
Signal broad

cast by the T
T

C
 system

 to reset the local event counters.

E
ven

t F
ilter (E

F
)

The hardw
are and

 softw
are required

 for the final stage of the on-line event
selection, data m

onitoring and calibration using offline style algorithm
s

operating on com
plete events accep

ted
 by LV

L
2.

E
ven

t F
ilter D

ataflo
w

 (E
F

D
)

Part of the E
F system

 responsible for the flow
 of event d

ata w
ithin the E

F.

E
ven

t F
ilter F

arm
The farm

 of processors in w
hich the Event Filter ru

ns. T
he sam

e farm
 m

ay
also be used for d

ifferent pu
rposes, e.g. calibration, by running different

softw
are on the farm

.

E
ven

t F
ilter S

u
b

-F
armA

 su
b-set of the E

vent Filter Farm
. Inpu

t and
 output are provid

ed, resp
ec-

tively, by the Su
b Farm

 Inpu
t and

 O
u

tpu
t elem

ents.

E
ven

t filter su
p

erviso
rThe hardw

are and softw
are requ

ired
 to globally control the E

vent Filter. It
is also responsible for the configu

ration, initialisation, and
 overall error

hand
ling of the E

vent Filter.

E
ven

t frag
m

en
t

A
 generic term

 for a su
b-set of event d

ata. Sp
ecific instances of an event

fragm
ent are R

O
D

, R
O

B
, R

O
S, and

 sub-d
etector fragm

ents.

E
ven

t H
an

d
ler (E

H
)

The logical object w
ithin the E

F consisting of an event d
istributor, an event

collector, one or m
ore processing elem

ents, an event hand
ler supervisor

and
 an appropriate com

m
unication layer.

E
xten

d
ed

 L
evel-1 ID

 (E
L

1ID
)

The L
1ID

 extend
ed

 to 32 bits by concatenating an 8 bit E
C

R
 cou

nter in the
high end

 bits.
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G
lo

b
al even

t Id
en

tifier (G
id

)
For a given run, the u

nique TD
A

Q
 w

ide id
entifier of an event ad

d
ed

 to the
event d

uring event bu
ild

ing.

H
ig

h
 L

evel Trig
g

ers (H
LT

)
C

om
p

rised
 of both the LV

L
2 and E

F, the tw
o A

T
L

A
S trigger levels that are

im
p

lem
ented

 prim
arily in softw

are.
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C
P

articipatin
g Institu

tes

C
.1

A
uth

ors from
 participatin

g in
stitutes

T
he follow

ing is the list of institu
tes w

hich are particip
ating in the A

TL
A

S H
igh-L

evel Trigger,
D

ata A
cquisition, and

 D
etector C

ontrol System
 collaboration, together w

ith the nam
es of the

p
hysicists and senior engineers concerned

. Short nam
es are given for each institu

te; for the offi-
cial nam

e and
 location see the opening pages of this d

ocu
m

ent.

A
lb

erta
B

.C
aron, J.d

e
Jong,  J.L

.Pinfold
, R

.Soluk, S.W
heeler

A
rg

o
n

n
e

R
.E

.B
lair, J.D

aw
son, J.Schlereth

B
arcelo

n
a - IFA

E
M

.Bosm
an, M

.D
osil, K

.K
arr 1, G

.M
erino, A

.P
acheco, E.Segu

ra

B
ern

H
.P.B

eck, G
.C

om
u

ne, S.G
ad

om
ski 2, C

.H
aeberli, S.K

abana, V.P
erez-R

eales, K
.P

retzl, A
.R

adu

B
u

ch
arest

E
.B

ad
escu

, M
.C

aprini

C
E

R
N

S.A
rm

strong, M
.B

arczyk, J.A
.C

.B
ogaerts, V.Boisvert, D

.B
urckhart-C

hrom
ek, H

.Bu
rckhart,

M
.P.C

asado
L

echuga, M
.C

iobotaru, J.D
a

Silva
C

onceicao, J.C
ook, P.J.d

e
M

atos
L

op
es

P
into,

M
.Elsing, B

.D
iG

irolam
o, R

.D
obinson, M

.D
obson, N

.E
llis, J.Flam

m
er, D

.Francis, S.G
am

eiro,
P.G

olonka, B.G
orini, M

.G
rothe, M

.G
ruw

e, B
.I.H

allgren, S.H
aas, R

.Jones, M
.Joos, E

.K
nezo,

G
.Lehm

ann, 
D

.L
iko, 

T.M
aeno, 

B
.M

artin, 
C

.M
eirosu, 

L.M
ap

elli, 
R

.M
cL

aren, 
E

.M
oyse,

G
.M

ornacchi, 
C

.P
ad

illa, 
E

.Palencia
C

ortezon, 
I.P

ap
adopou

los, 
J.P

etersen, 
A

.Popp
leton

,
D

.Prigent, S.R
osati, T.Schoerner-Sad

enius, S.Stancu
, R

.Sp
iw

oks, L
.Trem

blet, E.van
d

er
B
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